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ABSTRACT 

 

In recent years, building energy consumption has increased, accounting for 

approximately 40% of total energy consumption in the U.S, approximately half of which 

is from residential buildings. Given the environmental impacts associated with energy 

and electricity generation, and the importance of reducing these impacts to minimize 

climate change, it is important to work towards methods to reduce energy consumption. 

This work focuses on modeling improvements associated with two aspects of residential 

buildings that have a significant impact on energy consumption, namely occupants and 

their energy consuming behaviors, and residential heating, ventilation and air 

conditioning systems.  

In residential buildings, as compared to commercial buildings, energy 

consumption is more highly dependent on occupants and their energy consuming 

behaviors. Behavioral energy efficiency is generally considered to be a low-cost method 

to reduce energy consumption by providing information and feedback to occupants that 

enables them to understand and change their energy-consuming behaviors. Information 

provided to occupants typically include energy use trends, as determined through data-

driven modeling of historical energy use data to predict the performance of the building. 

This work improves data-driven modeling methods for residential buildings in two ways 

– first through improved treatment of outliers, and second, through development and use 

of a modified sequence of change point modeling methods.  

The presence of outliers in energy use data can limit a model’s accuracy, limiting 

the confidence in the model on the part of the owner, and thus the use of the model to 
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adjust energy consuming behaviors. In this work, three outlier detection methods are used 

to identify energy use outliers from a diversity of residential buildings. The causes and 

impact of these outliers are also evaluated for determination whether to keep or remove 

an identified outlier to improve model performance. Second, a modified sequence of 

development of an inverse change point model is proposed, to better fit energy 

consumption trends, as well as several modifications to the modeling method. This 

includes the addition of (a) a segmented change-point model, and (b) change-point 

models with relaxed prerequisite criteria in the cooling or heating season. The improved 

sequence and methods are evaluated across four different locations in the U.S., with 

results indicating that overall the resulting model fits better with the data and enables a 

larger range of building types and energy consumption patterns to be represented by a 

model.  

 In addition to occupant-dependent energy use, the HVAC system is generally the 

largest electricity-consuming end use in a residential building in the U.S.  Yet despite the 

HVAC system being a large energy consumer, this HVAC system is not likely to be 

regularly serviced, as compared to a commercial building, in part because it requires the 

presence, engagement, and time from the homeowner to do so. The occurrence of an 

inefficiency in an HVAC system also can develop slowly over time and may not be 

noticeable to a homeowner, allowing the HVAC system to operate inefficiently over a 

long period of time before a failure occurs. This research works towards a non-intrusive 

data-driven assessment tool that uses building assessors data, HVAC energy demand 

data, indoor environmental conditions, and outdoor weather data to assess the efficiency 

of operation of a residential HVAC system. The results of this study should prove 
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beneficial for homeowners and for service technicians to help target HVAC systems in 

homes in need of HVAC service or energy efficiency upgrades, ultimately motivating 

improved sustainability of residential buildings. 
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CHAPTER 1.    INTRODUCTION 

1.1. Research Needs and Purposes 

In recent years, the energy consumption in buildings has increased, currently 

accounting for approximately 40% of energy consumption and 74% of total electricity 

consumption in the U.S., approximately half of which is from residential buildings [1-3] 

(Figure 1.1). This increasing energy utilization in buildings has a strong impact on the 

environment and climate, including greenhouse gas emissions and resulting climate change 

[4,5]. Therefore, it is necessary to identify methods that can help to reduce energy 

consumption in the residential buildings and to raise the awareness of energy savings 

opportunities for homeowners and other occupants in their households.  

 

Figure 1.1 Electricity consumption by sector in the U.S [2]. 

Currently, there are many methods that can improve the energy efficiency of existing 

and future buildings to reduce energy consumption, including the design and construction of 

efficient new buildings, utility of highly energy efficient equipment and materials for 

retrofitting existing buildings, and application of smart control strategies in buildings [6-8] 

among others. However, recent studies have also shown that, particularly for residential 

buildings, much of this energy consumption is also highly dependent on occupant behavior 

37.8%

36.4%

25.6%

0.2%
 Residential
 Commercial
 Industrial
 Transportation
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and occupants’ utilization of energy consuming end-uses such as plug loads and appliances 

[9-11]. Therefore, investigating opportunities to influence and ultimately reduce occupant-

dependent energy use also represents a promising way to reduce energy consumption in 

residential buildings. 

Occupant-dependent energy efficiency is generally consider to be a lower-cost and 

simpler method among other energy savings methods that require capital investment in 

equipment or other building retrofits [12,13]. The purpose of such methods are to, through 

providing information and feedback to homeowners and/or occupants in real-time or near 

real-time, or indirectly (post-consumption), change their energy-consuming behaviors [14]. 

As a result, recent surveys of the literature in this area indicate approximately 2% - 7% 

savings of residential energy use can be achieved [15], with the lower range of savings 

achieve from enhanced billing strategies, and the higher end of savings achieved through 

real-time feedback methods [16]. Direct feedback strategies, while shown to be more 

effective, require the availability of high frequency, real-time or near-real-time energy use 

data. In addition monthly energy use data is the only energy data that is available for 

approximately half of households in the U.S. [17-18]. Thus, for these homes with limited 

energy data, indirect feedback can be utilized to help support behavior-based energy savings. 

Given the significant number of homes where only monthly energy use data is available, the 

first portion of this research focuses on methods to improve the prediction of whole-home 

energy use for such buildings with limited available data.   

For the other half of the households in the U.S., smart meters or in a smaller number 

of cases, home energy monitoring systems (HEMS) have been installed [19]. Smart meters 

provide more frequent energy use data, ranging typically from 15 minute to daily energy use 
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data. For those homes with HEMS, often minute or sub-minute level, whole-home and end 

use disaggregated consumption data can be collected. As compared to monthly data, these 

types of data can provide significantly more insights on building and system-level 

performance [20]. Among the research efforts in this research field to use this more frequent 

data for the development of such insights, however, less effort has focused on insights related 

to residential heating, ventilation and air conditioning (HVAC) performance and efficiency 

evaluation using energy data. Given that HVAC systems are the largest energy user in 

residential buildings in the U.S., and the fact that recent research surveys has found that the 

large majority of existing residential HVAC systems have faults which prevent them from 

operating at optimal performance [21,22], the second portion of this research effort focuses 

on the use of this more frequent data to assess the HVAC operational efficiency. 

The areas of particular focus in this proposed research are included in Figure 1.2, 

including the two focus areas discussed in the above paragraphs. In this figure the blue boxes 

represent data or information provided as inputs or developed based on outputs of this 

research; the white boxes encompass the proposed research effort challenges to be addressed. 

This information provided to occupants is typically determined through the development and 

use of data-driven models trained using historical data from a variety of possible sources. 

These insights have been shown in many studies to drive energy saving behaviors and actions 

on the part of building occupants and owners [22,23]. In the use of data-driven, inverse 

models [24-25], particularly for energy efficiency behavioral changes, the accuracy of such 

models is important to enable the homeowner or other end-user to trust the results and 

predictions of the models sufficiently to invest time and effort into understanding their results 

and ultimately taking actions to invest in efficiency upgrades. Data-driven modeling 
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techniques typically use outdoor weather data, such as ambient temperature, wind speed, 

humidity, and solar radiation as the main predictor(s) of the energy use of a building [26,27]. 

These parameters all impact the heat transfer dynamics in a building and thus the need for 

HVAC system operation to meet the occupant-requested indoor environmental conditions. 

As weather significantly influences residential energy use in particular, often the use of 

weather data combined with historical energy data as the input into these models is sufficient 

to develop a sufficiently reliable model. 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2 Diagram of challenges associated with the use of energy data to develop insights 
on the energy performance of residential buildings and their systems 

However, for Focus Area 1 (see Figure 1.2), one challenge that arises with these 

models, particularly for residential buildings, is that the prediction of energy use is strongly 

influenced by occupant behavior, which can be unpredictable, and also highly influential in 

consumption patterns, particularly for residential buildings. In particular for residential 

Behavioral energy efficiency 
insights, tips and 
recommendations 

Recommendation to have a 
residential HVAC system serviced 

 

How can collected data be used in 
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driven methods, to improve 
electricity consumption 
predictions? 

How can collected data be used to 
(i) evaluate energy efficiency of 
HVAC systems, and (ii) identify 
system (not occupant-dependent) 
system inefficiencies  

Energy savings in 
residential buildings 

Available building energy, weather and 
other related building and/or system data 

Methods used to provide feedback to residential building owners/occupants 
Focus Area 1:          Focus Area 2:  
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buildings where there are only a limited number of occupants, the behaviors of one 

occupants’ stochastic behaviors can have relatively significant impacts on energy 

performance. By comparison, a commercial building has many occupants with varied 

behaviors which combined, can overall provide a more predictable impact on performance. 

In studying a broad range of residential building energy performance data, it should be noted 

that while many home’s performance is consistent and can be easily predicted, for some 

residential buildings, energy use patterns are not consistent, limiting common inverse 

modeling techniques’ accuracy. The challenges is that currently, it is not known why such 

inconsistencies occur, nor is there any provided guidance on how to detect such 

inconsistencies in energy use, nor how to treat such inconsistencies if detected. These 

inconsistencies, particularly in monthly-level residential energy data, include in particular (a) 

the presence of energy use outlier months, in which a home consumed significantly more or 

less than the energy use trends and data-driven model would have otherwise predicted, or (b) 

homes with monthly energy use patterns that are inconsistent with typically-observed 

residential building energy use patterns, and thus what typically used inverse modeling 

techniques would expect. 

For example, for (a), the energy use in residential buildings in some cases was 

extremely low in summer months, as mentioned by Kim et al. [28]. Through contacting the 

owner, it was determined the owner was on vacation during that time. Therefore, in such 

cases, the energy use prediction might not align with the actual performance predicted using 

a data-driven inverse model. In such cases, an outlier occurs in predicting energy use from 

the developed data-driven model. In other cases, however, a seemingly outlier month of data 

may in fact not follow the typical trends of the house for the remainder of the year, but be 
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consistent across multiple years of data, such as if a particular household is always gone for a 

particular month in the summer. In addition, in most cases, it is not possible to definitively 

determine the actual reasons why the energy use outlier happened in that month as suggested 

in Kim et al. [28]. The process to identify and remove outliers from datasets is suggested in 

industry-standard Measurement and Verifications (M&V) procedures [29], based on 

engineering judgement. However, if the decision or judgement of the modeler to keep or 

remove a data point outlier is made incorrectly, it could affect the accuracy of model 

prediction. Therefore, it is necessary to further study the occurrence of energy use outliers, 

including determining the possible reasons for the occurrence of these outliers and the 

influence on model performance.  

Similarly, for (b), it is challenging to develop inverse models for some residential 

buildings with highly variable energy use. In these buildings, the energy use does not have a 

strong relationship with monthly weather data, nor does the energy follow the expected 

trends associated with inverse models typically used for residential building energy use 

prediction. In other words, these buildings can be classified as being “pattern outliers”. 

Current the reasons for such energy behaviors of buildings are not known or well-studied in 

existing literature, thus their treatment when attempting to create a model to predict 

performance is limited. Typical model generation algorithms result in no model creation for 

these particular building(s). Therefore, for this type of buildings it is important to study why 

such varied used occurs, and also to determine if a modified version of current modeling 

techniques can enable development of an energy prediction model.  
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Besides model development to motivate behavioral energy efficiency, for Focus Area 

2 (see Figure 1.2), the completion of a home energy audit is one of the most common 

methods to assess residential energy efficiency [30]. Among many other assessments 

performed, in this method, the largest energy consuming end use of a home, the HVAC 

system, may be checked by a service technician for system performance. Based on the 

results, a set of recommendations are then made to the homeowner on how to improve any 

identified inefficiencies of the building and, if assessed, the HVAC system operation. This is 

often in the form of a report. This is also often also linked to rebate programs offered by, 

most commonly, utility companies [31], providing incentives to purchase more efficient 

energy-consuming systems, or upgrade components of a home.  

However, one of the main challenges and road blocks associated with achieving 

improved efficiency in the HVAC system is knowing, in the first place, that there are 

inefficiencies occurring. Many homeowners are either not aware of opportunities to assess 

and improve the HVAC system’s efficiency in their home, or are not interested in these 

opportunities. This is often more broadly called the “energy efficiency gap”, or the difference 

between what efficiency levels can be achieved given the state of current technologies, 

versus the actual state of efficiency of the current building stock [32]. Most often, residential 

HVAC systems are only serviced if there is a problem or significant failure, rather than 

through regular maintenance. This can lead to a lifetime of HVAC operation that is less 

efficient and thus more energy-consuming than designed. Therefore, a less intrusive method 

is needed to assess the HVAC system’s energy efficiency, and to identify potential 

opportunities for efficiency improvements. 
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In recent years, as technologies and ease of connectivity have progressed, the amount 

of data available related to home energy performance has increased significantly; the 

difficulty of obtaining this data has decreased somewhat [33]. Data can be collected from 

various frequencies from monthly, hourly, sub-hourly, 1-minute, or even, second or sub-

second intervals depending on data collection technologies and sample rates. Weather data is 

also available and be easily accessed from public or private sources. Indoor temperature data 

can be extracted from smart thermostats installed in houses or from temperature sensors. The 

data from the above-mentioned sources, provides the possibility of rich datasets that can be 

taken advantage of to better and less intrusively develop and validate data-driven methods to 

assess HVAC performance and efficiency. How such data can be used to assess HVAC 

performance and energy efficiency is thus the focus of this portion of this research. 

1.2. Research Objectives and Questions 

Based on the above-described challenges, the overarching purpose of this research is 

develop methods that use energy data to ultimately better predict the residential energy use 

and residential HVAC system-level energy demands and efficiency. More specifically, this 

includes development of an improved methodology for the prediction of residential energy 

consumption where limited electricity consumption data and building characteristic 

information is available, and development of a methodology to assess HVAC operational 

efficiency using high frequency electricity use data. There are three main objectives in this 

research. Figure 1.3 represents the relationship of these objectives and how they relate to the 

overarching purpose. The details of each objective are described below; each objective aims 

to address several major research questions. 
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Figure 1.3 Schematic diagram of dissertation research objectives (Note: the contents 
included inside the dash line represent the anticipated impacts on residential buildings, but 
these are not assessed in this research). 

To improve the inverse modeling of electricity use data for this type of situation, this 

research addresses two major issues identified as Objectives 1 and 2. For the evaluation of 

energy efficiency of HVAC systems using energy, weather and limited building 

characteristics data, this research focuses on two major and related issues identified as 

Objectives 3a and 3b. 

1.2.1. Objective 1: Evaluation of the Causes and Impact of Outliers on Residential 
Building Energy Use Prediction Using Inverse Modeling  

For some residential buildings, energy use patterns are not consistent, in part due to 

its high dependency on occupant behavior. This limits a developed inverse model’s accuracy 

in predicting energy use of some buildings, due to the presence of energy use outliers, called 

point outliers. Currently there is no information available to explain the causes or reasons 
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why these data point outliers occur. In addition, no specific guidance on how to handle this 

issue is available. Thus specifically, this objective aims to answer the following questions: 

a) What can impact the accuracy and fitness coefficients of a data-driven electricity use 

prediction models?  

b) What methods can be used to detect the occurrence of these data point outliers in the 

inverse models? 

c) What is the most common cause of outliers in these models and why may households 

use more or less energy use than predicted? 

d) Is the accuracy of these models impacted if the outliers occur in the data used to 

develop these models? 

e) What should be done to treat outliers if detected, so as to ensure the overall model 

most accurately predicted energy use? 

In this research, a monthly energy use data in residential buildings in Austin, TX is 

investigated to recognize the occurrence of outliers in inverse models by three different 

methods. Then, a high frequent, disaggregated energy data for these homes are used to 

determine the cause of the outliers, their impact on the model performance, and the final 

decision of keeping or removing outlier in the inverse models. 

1.2.2. Objective 2: Improvement of Inverse Modeling of Energy Consumption in 
Diverse Residential Buildings across Multiple Climates  

This objective addresses the fact that, if an inverse modeling method is used to fit 

models to monthly energy use data from a diverse set homes, a subset of homes do not fit the 

typically recommended criteria for model acceptance for this modeling type. These homes 

are classified as having energy pattern outliers. However it is not clear why such houses do 

not follow a common trend, nor if or how a model should be development to predict these 

types of home’s performance. The following questions will be addressed in this objective: 
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a) Can a modified version of the inverse models be developed to better fit the energy use 

data in such houses? 

b) How well do these models work across multiple climate zones and for a diversity of 

homes, including those with and without the identified inconstant energy use 

patterns? 

In this research the datasets of residential energy use data have been gathered from 

four different regions of the U.S., including three ASHRAE climate zones, which will be 

used to assess and develop a solution to this objective.   

1.2.3. Objective 3a and 3b: Prediction of Residential HVAC Demand and Evaluation 
of HVAC Energy Efficiency Using Limited Energy Data  

This objective focuses on the development of a method and model that uses energy 

data to predict residential HVAC energy demands, which is ultimately used to assess the 

efficiency of the HVAC system itself, independent of any influence that occupants may have 

on operation. This research works towards an assessment tool that can be used to assess the 

energy efficiency of HVAC system in residential buildings without the need for more 

traditional methods such as a more costly and intrusive physical energy audit. The following 

questions need to be answered: 

a) How can building characteristics, including assessors data, and weather data be used 

to predict the HVAC demand of a residential building, and how accurate can such a 

prediction be?  

b) How can the relative efficiency of a residential HVAC system be evaluated in real-

time using high-frequency energy data? 

Detailed energy use and weather data will be collected for homes with air 

conditioners and/or heat pumps. A method and model will then be developed to predict 

HVAC energy demands (kW), which will then be used to compare the actual and predicted 
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performance of the HVAC system. The results of this work will help homeowners and 

service technicians to target HVAC systems in homes in need of HVAC service or HVAC 

energy efficiency upgrades, ultimately motivating improved sustainability of residential 

buildings. 

1.3. Dissertation Organization 

The dissertation research is organized in six chapters as follows: Chapter 1 introduces 

the needs, purposes, and objectives of this research. Chapter 2 is a review paper, representing 

a background of energy data availability, characteristics and energy performance prediction 

methods for residential building energy consumption. Chapters 3 to 5 address the research 

questions in three journal papers, and three associated conference papers (Figure 1.4). In 

details, Chapter 3 demonstrates the evaluation of the causes and impact of outliers on 

residential building energy use prediction using inverse modeling. Chapter 4 shows the 

improvement of inverse change-point modeling of energy consumption in residential 

buildings across multiple climates. Chapter 5 represents evaluation of HVAC system energy 

efficiency in residential buildings. Finally, Chapter 6 summarizes the conclusions, unique 

research contributions, as well as research limitations and future work. 
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Figure 1.4 Diagram of dissertation organization 
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CHAPTER 2.    RESIDENTIAL BUILDING ENERGY CONSUMPTION: A REVIEW 
OF ENERGY DATA AVAILABILITY, CHARACTERISTICS AND ENERGY 

PERFORMANCE PREDICTION METHODS 

Huyen Do and Kristen Cetin, “Residential building energy consumption: A review of 

energy data availability, characteristics and energy performance prediction methods”, 

Current Sustainable/Renewable Energy Reports, Volume 5, Issue 1 (2018), Pages 76-85. 

DOI: 10.1007/s40518-018-0099-3 

Abstract 

Residential energy performance prediction has historically receive less attention, as 

compared to commercial buildings. This likely is in part due to the limited availability of 

residential energy data, as well as the relative challenge of predicting energy consumption of 

buildings that are more highly dependent on occupant behavior. The purpose of this effort is 

to assess the types and characteristics of energy and non-energy data available for algorithm 

developed, and methods that have been developed to predict residential consumption. While 

there are several large residential building energy datasets, data availability is still generally 

very limited. Most energy prediction methods used recently include data-driven approaches, 

as well as combinations of multiple methods, however many methods have not been tested 

for residential buildings, or at a range of energy data frequencies. The literature points to the 

need for the availability of more residential building data sources to be able to assess and 

improve models, and further testing is needed including those models that have not yet been 

significantly use for residential buildings. 

2.1. Introduction 

Energy consumption has significantly increased in recent years, particularly in 

buildings, growing at a rate of approximately 0.9% per year in the U.S. [1]. Consistently, the 
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residential buildings consume approximately 38% of electricity and 21% of this energy [2]. 

Given buildings’ overall significant contribution to energy use, as well as environmental 

concerns and climate change, methods are needed to reduce this consumption. This is 

particularly the case for residential buildings, whose operation is highly dependent on 

occupants, and their behavior [3-6]. There are many possible strategies to reduce energy use 

in residential buildings, the most common of which is through retrofitting an existing 

building with more energy efficient systems. What retrofits are completed is often a decision 

made by the homeowner, based on a variety of factors [7-8]. While non-energy related 

factors can be influential in making such decisions [9], the most strongly cited reason is 

costs, i.e. the economics of the upfront costs, rebates or incentives provided, and the energy 

savings that the retrofit(s) will achieve over time. Another method to reduce consumption is 

through occupant energy behavior interventions, which aim to reduce consumption through 

altering the behavior of occupants, particularly how they use energy-consuming systems 

[10].  

The ultimate decision of the homeowner to implement retrofits or change occupants’ 

behaviors can depend on the information provided on quantification of the energy and costs 

savings achieved as a result of interventions, particularly if cost is the driving factor [11]. 

This includes (a) prediction of consumption of the building in its existing state, (b) prediction 

of energy consumption after interventions, as well as (c) how their relative difference 

translates into energy and costs savings [12]. Therefore, building energy use prediction 

methods, used to determine (a), (b) and ultimately (c), play a highly important role in 

building energy conservation [13]. The methods proposed and used in recent literature to 

predict energy use of buildings range in complexity and the frequency and duration of input 
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data needed. Some methods have also been developed and tested only for specific building 

types. A recent review of these methods and their use for different types of data and building 

applications is thus needed, particularly as the availability and range of types of data to 

develop these algorithms is highly limited.   

This work reviews two critical topics in this research area. This includes, first, a 

review of known available data and published information, which is relevant for use in the 

development of methods to predict residential building consumption. This review includes 

the type(s), frequency, quality, and duration of data, as well as identifies the challenges and 

needs in the area of building energy datasets. Second, is a review of recent published 

literature on the methods used to predict the energy consumption in residential buildings, as 

well as those developed for other building types that could be applied to residential buildings. 

This concludes with the limitations of existing data and methods, and future research needs 

in this area. 

2.2. Residential Building Energy and Non-Energy Data:  Sources, Availability, and 
Characteristics 

Critical to the ability to develop, test and validate methods to predict building energy 

use is the availability of data for algorithm development. This includes real building energy 

data, as well as non-energy data, such as characteristics of the building(s) and their 

occupants, and/or weather data, all of which have demonstrated impacts on energy use. For 

residential buildings, much of this information can be challenging to obtain, particularly for a 

large number of buildings. This section is divided into two main subsections, including first, 

an overview of residential energy data, and second, residential non-energy use data. Both 

these sub-sections review the sources of data, data availability, and characteristics of 

datasets, such as frequency, quality, and duration.  
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2.2.1. Residential Energy Data 

Historical energy use data includes electricity use, gas use, and in some cases other 

fuel use data collected at a regular frequency. This historical data is used in many cases, to 

train, test, and validate building energy use prediction methodologies. One of the greatest 

sources of energy data is electric and gas utilities, which maintain large sets of energy use 

data from their residential customers. This is collected and stored at a minimum frequency of 

the monthly level for all residential buildings, with some locations having higher frequency 

data from utilizing AMR (automatic meter reading) and AMI (advanced metering 

infrastructure) technologies [14,15]. However the barriers associated with the use of this 

energy use data particularly for residential buildings are often privacy and law-related [16]. 

There are a small number of exceptions such as the city of Gainsville, Florida [17,18], which 

provides public access to six years of monthly electricity and gas consumption data for all 

homes in the city, however this type and availability of energy data is not common.  

This means that in many cases, methods for predicting building energy use must often 

be developed and tested using limited data based on energy measurements from small 

number of occupied homes, energy measurements from real building(s) using simulated 

occupancy methods (e.g. using [19]), or energy use data based on simulated buildings 

resulting from a building energy modeling program such as EnergyPlus. While these real 

residential building data provide valuable information, larger datasets of real data can 

encompass energy use information for wider variety of home types, locations, occupant 

behaviors, and other natural variations in energy consumption that smaller datasets cannot. 

Given the significant variations in energy and occupant patterns that can occur in residential 

buildings, this can be beneficial to provide a more comprehensive understanding of how well 

a methodology works in comparison to others. 



www.manaraa.com

18 

An alternative source of the utility energy use data collection is obtaining this 

information directly from homeowners, who have access to utility-collected monthly data, 

and in some cases 15 minute or hourly data if a smart meter is installed in their home [20]. In 

rare cases homeowners may have minute, sub-minute, or sub-metered data from a home 

energy monitoring system, however these systems are not common currently. Thus, with 

homeowner consent, energy data can be obtained for algorithm development. However, 

large-scale collection of this information is time-consuming and costly. There are, however 

some efforts towards more open access to energy use data, some available datasets, as well as 

broader platforms created to enable easier sharing of datasets. 

Arguably, more information is currently available on commercial building energy use 

than for residential buildings. For commercial buildings, there are more policies supporting 

the public availability of energy information, particularly in large cities and for publically-

owned buildings. Large cities such as Boston [21], New York City [22], and Washington 

D.C. [23] among others, have enacted laws and/or ordinances requiring energy 

benchmarking. Under these laws, buildings must report energy consumption on a regular 

basis, which is compiled into databases and often made publically available. In some cases, 

such as Boston [21,24], this data includes larger non-residential and multi-family residential 

buildings. However, the data in these datasets is also only reported at the annual level which 

has limited use for building energy prediction methods.   

Similar benchmarking efforts could also be beneficial for residential buildings, 

particularly if the data was at an appropriate level of frequency. For example, the ECAD 

Ordinance [25] requires that all residential buildings bought and sold that are over 10 years 

of age to have an energy audit completed in Austin, TX, the results of which are compiled 
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into a centralize database; the city of Chicago allows for disclosure of energy use and/or 

costs during the sale of a home [26]. These, and other policy-enforced energy data sources 

could be highly valuable. Some local policy-enforced data sources are available, such as 

energy use by census block in Chicago [27], energy use by zipcode in New York [28-30], 

and aggregated annual energy use savings for homes in Austin [31]. However these datasets 

are also aggregated, and in most cases only at the annual level.  

Other efforts collect data from a variety of sources on commercial and/or residential 

energy use in a common location. The Building Information Database [32], supported by the 

U.S. Department of Energy (DOE) consists of datasets of residential and commercial 

buildings energy use intensity on an annual basis, building characteristics and systems, and 

location. Similarly, the DOE-supported Building Dataset [33] contains information on energy 

use, building operations and analysis tools for buildings-related datasets, and the Energy Data 

Resources site [34] collects information on sources of energy data and tools from energy 

related projects. The types of data vary, but do include datasets with energy consumption at 

varying levels of frequency.  

There are a small number of datasets of residential energy use information that 

provide higher-frequency and in some cases disaggregated end use energy data for residential 

buildings. A large-scale study in the Pacific Northwest in the 1980s and1990s collected 

whole-home and end use data for residential buildings [35]. Many research papers were 

written based on this dataset, and the aggregated data is available online [36]. The results of 

this effort are also still used today in residential energy modeling programs [37,38] for end 

use modeling. The most recent U.S. large-scale data collection effort for residential building 

data known to the authors is in Austin Texas [39]. This database provides up to 1-min 
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interval electricity and gas consumption for a large number of homes from 2012 to present, 

and includes whole-home and end-use consumption. A number of recent research papers 

have used this to study residential energy use [40-42]. Given the current cost of equipment 

needed to obtain higher frequency and disaggregated data, it is unlikely that other efforts of 

this scale will occur frequently moving forward. However, given recent efforts to improve 

the ease of energy data equipment installation and collection, as well as improved abilities to 

disaggregate energy use data using higher-frequency whole-home energy data (e.g. [43]), 

lower-cost tools and/or equipment to obtain the frequency and quality of energy data for 

larger number of residential buildings may be more feasible moving forward. 

2.2.2. Non-Energy Data 

Non-energy data, linked with the energy data, also has an important role in energy use 

prediction. Weather data, is among the most critical non-energy factors impacting residential 

building energy use, and particularly HVAC systems which are used in a high percentage of 

U.S. residential buildings. Weather data is often available from public sources of ground-

based weather station data, most commonly at airports [41,44,45]. However as some recent 

research efforts have found, this weather data is not necessarily representative of the 

conditions where studied residential buildings are located. For example, recent efforts have 

found variations in localized wind speeds and temperatures (e.g. [46]). The state of the art in 

this general area has been summarized in several recent research articles (e.g. [47,48]), and 

thus is not the focus of discussion herein. However, it is still important to note that while 

modeling methods and research efforts in building microclimates are significant, accessibility 

to raw weather data that well-represents the actual conditions experienced by buildings is still 

a challenge. More recently, some fields of study have adopted the use of publically-available 

satellite data-based weather data from MERRA [49], which is available world-wide on a 
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regularly-spaced grid. The use of this dataset reduces the dependency on ground-based 

weather stations.  

Building characteristics, such as size, fuel type, HVAC system type, age, efficiency, 

appliances types, thermostat preferences, air exchange rate, and building envelope 

characteristics can also have a strong impact on energy consumption. Thus while knowing 

this information can be highly beneficial, in many cases, this information is not available or 

linked with building-specific energy use data. The best publically available sources of 

building data originate from disparate sources, including assessors data, MLS data, cities’ 

GIS databases, and LIDAR data. However if energy use datasets are anonymized for privacy 

reasons, this makes linking energy and non-energy datasets very challenging.  

Some datasets, such as national level datasets U.S. Census data [50], RECS data [51], 

and American Community Survey [52] data, and localized datasets such as the Green 

Building Aggregate data in Austin, Texas [31], provide aggregate-level residential building 

and occupant characteristic data for enabling an understanding of building characteristics at a 

broader scale than the building level. The Better Building Neighborhood Program [53] 

provides a large anonymized building-level dataset representing over 75,000 building 

energy-related characteristics, specified by region and zip code information. This and the 

aggregated datasets can be useful to determine likely characteristics of a building in a 

specific area, or for use in community-scale energy use prediction methods (e.g. [54]), but is 

of limited benefit to building-level energy consumption prediction as they are not linked to 

specific residential building energy use data. The datasets mentioned in the previous section, 

including the Building Information Database [32], the Building Dataset [33], and the Energy 
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Data Resources dataset [34] do contain some building energy use information linked to 

building characteristic data.  

In summary, building energy data and non-energy datasets are available, the 

characteristics of which range significantly. There are some promising sources of quality and 

higher frequency data which can be valuable for residential energy consumption prediction 

methods. There are also promising methods to encouraging sharing of data that can be further 

explored.  However, significant opportunities remain to improve data availability in this 

field, which if done, will be highly beneficial to improvements in the capabilities of energy 

performance prediction methods. 

2.3. Building Energy Performance Prediction Methods 

Using energy data and non-energy data sources, building energy performance 

prediction methods range significantly in complexity and required types and frequencies of 

input data. Most recent efforts have followed similar methodologies for model development, 

including, as discussed in Wang and Srinivasan [13], first, (a) the collection of data for model 

development, then (b) the raw data processing is completed to ensure the data is of sufficient 

quality and format. The third step (c) includes using historical data to train the model to 

follow the patterns of use associated with the training dataset, as well as determining what of 

the available input data is significant and ultimately used for the model. The final step is (d) 

model testing. The fit of the model to input data not included in the training dataset is 

determined and evaluated in this step. Common metrics and statistical indices utilized for 

evaluation include root mean square error, coefficient of determination, coefficient of 

variation of the root mean square error, sum of squares error, mean squared error, and 

normalized mean bias error. Energy use prediction methods can either be physics-based 

approaches, data-driven inverse modeling approaches, or a combination of the two [55]. In 
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this section the most recent efforts in energy performance prediction methods are reviewed, 

most of which are data-driven methods.  

2.3.1. Change-point Modeling 

Change-point modeling is among the more simple methods, which are typically 

single-variate models using dry-bulb temperature as the predictor. A balance point is 

determined which best fits the trends in the energy data, where building energy use switches 

between seasonal trends [55,56]. Linear regression is then used to create a multi-parameter 

model based on the determined level of fit criteria [56,57]. Perez et al [58] focused on its use 

to predict daily consumption of residential HVAC systems in Austin, TX using data from 

[39]. Kim and Haberl [59] used three-parameter change-point models to calibrate daily 

whole-building energy simulations for two single-family homes based on monthly billing 

data. Do et al [40,60] utilized large number of homes across multiple climate zones to study 

the use of change point models, demonstrating these methods can fit to a wide range of 

homes’ use patterns. Zhang et al. [56] used it to predict hourly and daily HVAC hot water 

energy and Abushakra and Paulus [61-63] used a hybrid inverse change-point model to 

predict consumption in simulated and actual buildings, however both these efforts focused on 

commercial buildings.  

The strength of the change-point models is the simpler development with lower 

computational effort in comparison to other methods [55,56]. The accuracy of prediction in 

change-point models depends on the type and frequency of data available, but has been 

shown to demonstrate similar levels of accuracy to more complex models in some situations 

[56]. Particularly for buildings with a limited number of data points, this method can be 

advantageous. However, as discussed in [40,59], some data points can be considered outliers 

that may significantly impact the model fit, particularly for highly occupant-dependent 
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residential buildings. With acceptable methods to assess what data is appropriate to use for 

residential building models as well model improvements such as those suggested by 

Abushakra and Paulus [61-63], this modeling method provides a simpler but often 

sufficiently accurate method. 

2.3.2. Artificial Neural Networks  

Artificial Neural Networks (ANN) consist of an input layer, one or more hidden 

layers, and an output layer, and have mostly been used for more frequent, hourly or sub-

hourly building energy consumption prediction in recent literature [56,64]. Input variables 

typically include outdoor temperature, wind speed, solar radiation, and relative humidity. 

These methods have been used to predict whole-home HVAC, and appliance use in 

residential buildings [64,65], and hot water [56], heating energy [66], total electricity [54,67], 

and chilled water use [68] for commercial buildings. ANN has also been combined with 

other methods and/or enhancements, including feed forward backpropagation neural 

network, radial basis function network, and adaptive neuro-fuzzy interference system [66], 

back-propagation algorithms [64,69], particle swarm optimization and genetic algorithms 

[54], principal component analysis [54,70] and hybrid lightning search algorithms [65] to 

improve and/or optimize performance.   

ANN generally performs well with sufficient training data, and can be advantageous 

particularly for nonlinear electricity consumption [64,68]. Wang and Srinivasan [13] also 

found performance of ANN methods in short-term prediction is better than regression 

methods. Improvements made to ANN methods also further improve accuracy [54,71] with 

lower error [70]. However, the complexity of the model also increases computational time 

[72], and has limited physical interpretation which limits applicability outside of the training 

data limits [13]. In some cases ANN has also been found to perform worse than simpler 
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models [56]. ANN has only been used in recent literature to predict whole-home 

consumption of unoccupied rather than occupied residential buildings [64]. 

2.3.3. Genetic Programming  

Genetic programming is an automated computational method based on the process of 

biological evolution [73], and has been used in combination with other methods to predict 

residential energy consumption. Castelli et al [73] applied different genetic programming 

systems that use the genetics semantic operators to predict residential HVAC use. Jung et al 

[74] used genetic programming with a hybrid of the direct search optimization algorithm and 

a conventional real-coded genetic algorithm, with least-squares support vector machine to 

predict daily commercial building energy. Genetic programming has been shown to be an 

effective method that produces lower errors than other methods [73], and to also provide an 

effective approach for parameter selection and better performance in terms of convergence 

time and iteration than conventional least-squares support vector machine methods. 

However, similar to ANN, genetic programming typically requires a larger set of input data. 

It also has only been used in limited studies for residential buildings. 

2.3.4. Bayesian Networks  

Bayesian Network models include nodes that represent random variables such as 

outdoor temperature and energy use with statistical and probabilistic dependencies between 

the cause nodes and the effect nodes with a probabilistic graphical model [76]. The 

parameters of such models are the conditional distributions at every node using Bayes’ rule. 

This method has been used to predict appliance energy use in residential buildings [75] and 

hot water HVAC use in a commercial building [76]. Bassamzadeh and Ghanem [77] also 

used this model to forecast the aggregated electricity demand in smart grids. In the limited 

number of studies that have used this method for building energy use prediction, the accuracy 



www.manaraa.com

26 

of the model predictions were within the recommended limits developed by ASHRAE for 

commercial buildings [76]. The uncertainties from input variables were also determined to be 

well-represented using this type of method [77]. However, similar to the ANN and genetic 

algorithm methods discussed above, this method requires significant input data and can be 

highly complex to implement.  

2.3.5. Gaussian Mixture Model  

Gaussian mixture model (GMM) establishes a weighted sum of Gaussian component 

densities based on a parametric probability density function and multivariate nonlinear 

regression function [56]. This method has been used in a number of recent studies for a range 

of buildings. Li et al [78] utilized GMM to design feasible time-of-use tariffs to minimize the 

electricity bills for residential customers. Also in residential buildings, and Melzi et al [79] 

used GMM to optimize smart meter electricity consumption, better understand consumer 

behavior and electricity use profiles. For other types of buildings, Zhang et al [56] applied 

GMM to predict daily and hourly commercial hot water energy, and Carpenter et al [80] 

predicted supplied energy for a range of manufacturing processes in an industrial building. 

The advantage of this method found in [56] was that it results in energy performance 

predictions that had the lowest error compared to change-point and ANN models, for 

commercial buildings. The GMM has also been found to capture non-linearity in simpler way 

than Bayesian or ANN methods [56,80] for non-residential buildings. However, its 

performance in comparison to other methods for residential buildings is not well studied. 

Studies have also found that other statistical values of fitness are also worse for GMM than 

change-point modeling [80].  
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2.3.6. Support Vector Machines 

The final modeling method discussed is Support Vector Machines (SVM). This 

method has been shown to be effective in solving regression estimation problems and 

forecasting time series [72]. Jain et al [81] used a version of SVM for regression estimation, 

Support Vector Regression, to evaluate the effect of temporal and spatial granularity of data 

on the prediction of energy in multi-family buildings. SVM has also been combined with 

genetic algorithms to predict energy use [74]. SVM has been assessed as a highly accurate 

and effective method for the energy prediction [72]. However, SVM requires multi-step 

forecasts, implemented using various features and selected techniques [81], therefore, it is 

more complicated and requires more computational effort in comparison to other models 

discussed. Similar to other methods it can also benefit from additional evaluation for 

residential building energy performance prediction methods.  

In summary, there are a number of different types of methods used in recent literature 

to predict energy consumption of residential buildings. Table 2.1 represents the summary of 

six main methods of building energy performance prediction. However, particularly for 

residential buildings, it is challenging to compare the capabilities and determine the overall 

“best” model for use for residential energy performance prediction, in part due to the lack of 

studies that compare performance of the models using residential datasets. Many of the 

algorithms have been developed, utilized and tested for commercial building applications, 

and may be well suited for residential buildings as well. Some residential building energy 

prediction studies have used larger datasets [77,58], however the number of studies with this 

size dataset is limited, for both residential and commercial buildings. The type of energy data 

being predicted also varies. Some studies focus on the use of methods to predict whole-

building consumption [54,67], while others focus on HVAC [58], or other end uses [75]. 
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Finally, the frequency of data and type of energy use data used to develop and test these 

models ranges significantly.  

Table 2.1 Summary of the building energy performance prediction methods. 

No. Method 
Most Common 
Data Frequency 

Advantages  Disadvantages References 

1 Change-Point Models: 
Supervised machine learning; 
single-variate or in some cases 
multi-variate steady-state 
model including a balance point 
and weather variable(s) as the 
predictor(s) 

Monthly, Daily Simpler; lower 
computational 
effort; easy to 
interpret and 
explain results 

Outlier(s) may 
impact the 
model fit  

[39,40,55-
63] 

2 Artificial Neural Networks   
Supervised machine learning; 
Consists an input layer, one or 
more hidden layers, and an 
output layer; can be combined 
with other methods and/or 
enhancements 

Daily, Hourly, 
Sub-hourly 

Works well for 
non-linear 
consumption data  

Higher 
computational 
demand, limited 
physical 
interpretation; 
requires 
significant input 
training data; 
over or under 
fitting 

[13,54-56, 
64-72] 

3 Genetic Programming 
Evolutionary algorithm; an 
automated computational 
method based on the process of 
biological evolution 

Daily, hourly Effective in 
parameter 
selection, 
convergence time 
and iteration  

Requires 
significant input 
training data, 
higher 
computational 
demand 

[73,74] 

4 Bayesian Networks 
Probabilistic graphical model; 
Includes cause nodes and effect 
node with a probabilistic 
graphical model that represents 
a set of variables and their 
conditional dependencies via a 
directed acyclic graph 

Hourly, sub-
hourly 

Ability to assess 
uncertainties; 

Requires 
significant input 
training data 
 

[75-77] 

5 Gaussian Mixture Models 
Probabilistic model; 
unsupervised learning; a 
weighted sum of Gaussian 
component densities based on 
parametric probability density 
function and multivariate 
nonlinear regression function 

Monthly, daily, 
hourly  

Captures non-
linearity in simpler 
way than Bayesian 
Networks or 
Artificial Neural 
Networks 

The 
performance of 
GMM modeling 
in some studies 
is not better 
than change-
point modeling  

[56,78-80] 

6 Support Vector Machines 
Supervised machine learning; 
solves classification and 
regression estimation problems  

Daily, hourly Less prone to 
overfitting than 
some other 
supervised 
methods;   

 

Higher 
computational 
effort with 
multi-step 
forecasts; 

[72,74,81] 
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2.3. Conclusions 

In summary, this review discusses both sources of energy and non-energy data, as 

well as methods that uses these data to predict energy consumption. This review points to the 

need for the availability of more residential building energy and non-energy data sources to 

be able to improve energy performance prediction models, and the need to more 

comprehensively and comparatively study the accuracy of these models for residential 

buildings across a range of frequencies of data, and whole-home as well as end-use 

consumption. More specifically the following conclusions can be drawn:  

- Most available datasets provide energy or non-energy data, however these are 

generally not linked together or do not have the ability to be linked as they are 

anonymized; this limits the usability of these datasets for energy use prediction 

methods. Datasets that link energy and non-energy data are needed and with 

higher frequencies and quantities of data; 

- Many available national-level and local-level datasets of energy use provide 

annual level data. Given that energy use prediction methods are often developed 

with the goal of predicting energy use at higher frequencies, this limits the data 

usability. There are some recent efforts to make large-scale studies’ data and law-

mandated data available, however more efforts is needed in this area, including 

those datasets associated with publications in this area, almost none of which are 

available for broader use. Recent efforts to improve the infrastructure, ease and 

motivation for energy data sharing [82,83], may help to improve this moving 

forward.  

- Further and more comprehensive testing is needed to assess the different energy 

prediction methods at different data frequencies; this will help to assess which 
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models are most appropriate and best able to predict consumption for each 

frequency level, as this is currently not well established; 

- Similarly, many of the prediction methods discussed have been tested for 

commercial buildings more than for residential, and in many cases only tested for 

specific end uses; testing of the possible methods across larger sets of diverse 

residential buildings could provide a more comprehensive picture of capabilities 

of these methods;  

- The complexity of prediction models ranges significantly, as well as the amount 

of input data needed. Further clarity is needed as to the positives and negatives 

associated with more complex versus less computationally complex methods;   

As more technologies become available that connect to the internet and are able to 

collect energy and non-energy data, such as through the internet of things, there is a 

significant opportunity to improve energy prediction methods. As energy efficiency 

continues to be a priority, improved data, combined with improvements in prediction 

algorithms using this data will help to improve the accuracy and reliability of such models, 

and as a result, likely drive efficiency improvements as well.  
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CHAPTER 3.    EVALUATION OF THE CAUSES AND IMPACT OF OUTLIERS ON 
RESIDENTIAL BUILDING ENERGY USE PREDICTION USING INVERSE 

MODELING  

Huyen Do and Kristen Cetin, “Evaluation of the causes and impact of outliers on 

residential building energy use prediction using inverse modeling”, Building and 

Environment, Volume 138 (2018), Pages 194-206. DOI:10.1016/j.buildenv.2018.04.039 

Abstract  

Inverse modeling techniques are often used to predict the performance and energy use 

of buildings. Residential energy use is generally highly dependent on occupant behavior; this 

can limit a model’s accuracy due to the presence of outliers. There has been limited data 

available to determine the cause of and evaluate the impact of such outliers on model 

performance, and thus limited guidance on how best to address this in model development. 

Thus the main objective of this work is to link the use of outlier detection methods to the 

causes of anomalies in energy use data, and to the determination of whether or not to remove 

an identified outlier to improve an inverse model’s performance. A dataset of 128 U.S. 

residential buildings with highly-granular, disaggregated energy data is investigated. Using 

monthly data, change-point modeling was determined to be the best method to predict 

consumption. Three methods then are used to identify outliers in the data, and the cause and 

impact of these outliers is evaluated. Approximately 19% of the homes had an outlier. Using 

the disaggregate data, the causes were found to mostly be due to variations in occupant-

dependent use of large appliances, lighting, and electronics. In 20% of homes with outliers, 

the removal of the outlier improved model performance, in particular all outliers identified 

with both the standard deviation and quartile methods, or all three methods. These two 
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combinations of outlier detection methods are thus recommended for use in improving the 

prediction capabilities of inverse change point models. 

3.1. Introduction 

In recent years, the energy consumption in buildings has continued to increase, 

accounting for approximately 40% of worldwide energy consumption [1]. In the U.S. in 

2015, energy use in residential and commercial buildings represented approximately 40% of 

total energy consumption [2]. Building energy consumption accounts for one-fifth of total 

global energy use [3]. In addition, the total building energy use worldwide is forecasted to 

increase an average of 1.5% per year from 2012 to 2040 [3]. This increasing energy 

utilization in buildings strongly affects the environment and climate. The energy 

consumption in buildings currently accounts for approximately one-third of the current 

greenhouse gas (GHGs) emissions worldwide [1], and 12% in the U.S. [4]. Thus, the 

identification and application of methodologies to decrease the buildings energy and 

electricity demands is important given global energy challenges as well as the impending 

consequences of climate change [5]. 

Energy efficiency improvements to the existing and future building stock helps 

accomplish these energy reductions. Several of these upgrades include improving the design 

and construction of new buildings, and retrofitting existing buildings with higher-efficiency 

equipment, higher-efficiency materials for the building envelope, and more intelligent and 

efficient controls and control strategies [6-8]. These methods do not require human 

intervention and are not dependent on occupant interaction with the building to save energy. 

However, much of a commercial or particularly residential building’s energy use is also 

dependent on occupant behavior. Recent studies have found that 19% of energy use can be 

explained by variations in occupants’ use of the building [9-10], and that when end-uses such 
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as plug loads and appliances are dependent on occupant interaction they are up to 10 times 

more variable over time than those that are not [11]. Occupant behavior can make energy use 

more unpredictable, but it is also possible to influence occupant-dependent energy use as a 

method of energy conservation. 

Behavioral energy efficiency is a generally lower-cost method to achieve energy 

savings [12-13]. This method’s purpose it to change occupant energy-related behaviors [14] 

by providing feedback to customers through either a direct (real-time or near real-time) or 

indirect (post-consumption) method.  Previous studies have found that these methods can 

achieve on average from 2 to 7% energy savings depending on the frequency and type of 

energy information provided [15], or an average of approximately 4% savings for real-time 

feedback programs and 2% for enhanced billing strategies [16]. However, real-time feedback 

strategies are not possible for many households, since for approximately half of households 

in the U.S., monthly energy use is the only energy consumption information available 

[17,18]. For these homes, indirect feedback can provide information to aid in behavior-

motivated energy savings.  

The feedback provided to residential customers most commonly includes information 

such as whole-home energy use, disaggregated end uses, future forecasted energy use, and/or 

comparison with neighboring homes’ performance [15,19]. This information is typically 

determined through the development and use of data-driven models trained using historic 

energy data. As a result of such information, customers are better informed about their 

energy behaviors, and also better understand through recommendations developed through 

these insights, what energy savings they can achieve. These insights drive energy saving 

behaviors [20]. In the use of data-driven, inverse models [21,22] for energy efficiency 
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behavioral changes, the accuracy of such models is highly important to ensure the 

homeowner trusts the results and predictions of such model enough to invest time and effort 

into efficiency upgrades. This method has advantages over calibrated building energy 

simulation methods, including limiting the need for detailed building information, and the 

ability to provide near-instantaneous results [23]. 

Inverse modeling techniques typically use outdoor weather data, including temperature, 

wind speed, humidity, and solar radiation as the main predictor(s) of the energy use of a 

building [24]. As weather significantly influences residential energy use, often the use of 

weather data as the input into these models is sufficient to provide a reliable model. A variety 

of inverse modeling methods have been applied for the prediction of building energy use in 

recent literature [25]. Change-point models [23, 24] typical use outdoor dry-bulb temperature 

as the independent variable to predict building energy use using a combination of regression 

analysis methods and the determination of a balance point between trends in energy use trends 

by season. Artificial neural networks (ANN) are a supervised machine learning method which 

includes input layers, hidden layers, and output layers to predict the energy consumption, often 

applied to more frequent datasets such as daily, hourly, or sub-hourly data [26-28]. Similarly, 

genetic programming uses an evolutionary algorithm to automatically compute data and make 

the prediction from biological process; this method has been applied to predict residential 

HVAC use or commercial building energy [29-30]. Probabilistic graphic models such as 

Bayesian networks [31-32], and Gaussian mixture models [23, 33-34] with multivariate 

nonlinear regression function have been shown to be able to predict the energy consumption 

in the building using monthly, daily or hourly frequency data. Recent research has also utilized 

other models including support vector machines (SVR) [30, 35-36], hybrid model predictive 
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control schemes [37], or occupant behavior models [38-42] to predict residential building 

energy use. In these types of data-driven models, there are many factors that may affect the 

accuracy and computation of such models. In most models, the data frequency such as the 

monthly, daily, hourly, or sub-hourly data is a strong factor that has direct influence on the 

performance of models [25]. The requirement of significant input training data in ANN 

method, genetic programming, and probabilistic graphic methods increases the associated 

computational demand [23]. The presence of outlier data points also impacts the fitness of 

these models [23, 25]. 

However, when applying these inverse modeling techniques, particularly for residential 

buildings, a variety of uncontrollable factors, including occupant behavior, can have a strong 

influence on building energy performance, and can also result in significant variations in use. 

For example, Kim et al. (2015) [43] observed that the energy use of a residential building was 

extremely low during the summer season, then through contact with the owner, determined 

they were on vacation during that period. Therefore, in such cases, the energy consumption 

prediction using the inverse model might not align with the actual performance. The accuracy 

of inverse models, thus, is limited in these households if such outlier behaviors occur, as the 

occurrence of an outlier can influence the model prediction. In addition, in most cases it is not 

possible to make contact directly with a homeowner as suggested in Kim et al [43], for better 

understanding the actual reasons for the energy use outlier in that month and it resulting 

treatment.  

It is generally recommended in measurement and verifications (M&V) procedures to 

identify and remove outliers from datasets in the development of energy use predictions [44]. 

However, the decision to remove an outlier is often also dependent on the judgement of the 
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modeler to determine, and typically requires justification beyond solely statically reasons as to 

why a particular data point should be removed. Without additional information to understand 

the causes of such outliers in residential energy use datasets, the removal of data is challenging 

to justify. If the decision to keep or remove a data point outlier is made through incorrect 

assumptions or justification, this may negatively influence the model accuracy.  Therefore, it 

is necessary to further study the occurrence of energy use outliers in the inverse modeling 

techniques, including determining the possible reasons for the occurrence of these outliers and 

their influence of the model performance. This can help in developing a method for how to 

identity, assess, and treat these outliers in inverse modeling, and a stronger understanding of 

why such outliers occur in residential energy use. This is accomplished with the ultimate goal 

of better prediction of energy use in residential buildings, the results of which can also drive 

energy saving behaviors. 

In this research a large dataset of residential buildings with highly-granular, 

disaggregated energy use data is investigated to determine the existence of outliers in inverse 

models developed from monthly energy use data, the most common type of energy data 

available for residential buildings in the U.S. First, three different methods including the 

standard deviation method, quartile method, and Grubbs’ test are applied for outlier 

recognition in the developed inverse change-point models of residential building energy use 

data. Then, the specific reasons for the occurrence of the outliers are investigated using 

highly detailed and disaggregated data in these homes. Next, the impact of keeping or 

removing outliers these outliers on the performance of the inverse models are evaluated to 

ultimately determine the best methods for better prediction of energy use in the inverse 

models. Finally, the limitations, conclusions and future work are also discussed. 
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3.2. Methodology 

In this study, the methodology is divided into two main stages. The first stage (Figure 

3.1) develops an inverse model and detects the presence of outliers in the inverse model.  The 

second stage (Figure 3.2) determines the causes of the outliers, whether it is recommended 

that these outliers be included in final models based on their impact on model performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Methodology for outlier detection in inverse modeling of residential energy use 
data. 

Method 2: Quartile 
Residuals ≥ Q3 + X2

  
x IQR 

Or Residuals ≤ Q1 – X2
 
x IQR 

Method 1:  
Standard Deviation 
Residuals ≥ X1 x SD

[f] 

Summary of Outliers: 
 Summarize the characteristics of the outliers found 

Step 1 - Data Filtering and Quality Control: 
 Review all data; must meet minimum criteria for use 

Database of Building Energy Use Data 
[a]

   

Ensure minimal missing data within dataset Ensure minimum of over 1 year of data 
[b] 

Step 2 - Inverse Model Development:  
Develop model to establish dependencies of energy use on independent variable(s) 

a) Change-point model                          b) Artificial Neural Network (ANN) model 

Step 4 - Outlier Detection: 
Use outlier detection methods to determine the presence of outliers  

Method 3: 
Grubbs’

 
Test 

Gtest  ≥ Gcritical  

 
 

Dependent Variable: 
 Total energy use for building (kWh) 

Independent Variable(s):  
Outdoor weather data 

[c] 

- Single variable: Temperature (
o
C).   

- Multiple variables: Temperature (
o
C), 

Solar Radiation (W/m2), Wind Speed 
(m/s), and relative Humidity (%).                        

Step 3 – Choose the most appropriate inverse model type (suitable with frequent data), 
based on: 

a) RMSE 
[d] 

                                b) CV- RMSE 
[e]

 

 

[a]. Data source for this study: [28] 
[b]. Data in this study was from 2012 to 2016 (5 years) 
[c]. Method of determining can include: HDD (heating degree days), CDD (cooling degree days), averaging, bin method, modified bin 
method, etc. 
[d]. RMSE = Root Mean Squared Error  
[e]. CV-RMSE = Coefficient of Variation of the Root Mean Squared Error 



www.manaraa.com

45 

 

 

 

 

 

Figure 3.2 Methodology for determining the cause of outliers and determination of whether 
or not to include outlier(s) in final model. 

3.2.1. Outlier Detection Methodology  

Step 1 - data filtering and quality control 

This step involves the collection, processing, quality control, and characterization of 

building energy use data and weather data. Each house in the dataset must have at least one 

year of data but preferably more than one year. This is needed in order to cover the energy 

performance of the building throughout all seasons with some additional data for use as out-

of-sample data to test the model performance, and have over a minimum threshold percent of 

total data used to create the monthly energy use data dataset. The focus of this work is on 

Step 1 - Outlier Criteria Establishment of Each End-Use:  
Determine the values of each characteristic, as appropriate, of each end use available and 

apply methods for outlier detection 

Energy Use Data Input [g] 

Value 1: Monthly total 
energy use (kWh) 

Value 3: Percentage of 
monthly energy use (%) 

Step 2 - Outlier Cause Classification: 
Determine which end use(s) most strongly cause the occurrence of the outlier using high-

frequency interval electric circuit data 

HVAC System 

Step 3 - Evaluation of Outlier Impact on Inverse Model: 
Using in-sample and out-of-sample data, with and without outlier(s), determine the 

impact of the outlier on the model performance 

Non-HVAC End Uses 

Value 2: Monthly runtime 
fraction (HVAC) (%) and/or use 

frequency  

Summary of Results: Summarize cause(s) of outliers and recommendation  

CV-RMSE [e] RMSE [d] 

Step 4 - Determination of whether or not to keep the identified outlier in the model:  
If model performance improves with the removal of outlier, remove it; otherwise keep it; 

[g]. From Figure 1. Output   
[d]. RMSE = Root Mean Squared Error  
[e]. CV-RMSE = Coefficient of Variation of the Root Mean Squared Error 
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outliers in monthly data, thus when considering houses with monthly data values, more than 

three months of data were required to be available in each season at a minimum to enable 

model development and performance evaluation.  The availability of high-frequency 1-

minute level data was also quality checked. Pratt et al. [45], recommends a minimum 

threshold of 90% of electricity use data points for a calendar month and a calendar year 

should be used to determine which households have a sufficient amount of time-series data to 

be able to be used in this analysis. 

Weather data was taken from the local Austin–Bergstrom International Airport, and 

used to calculate from the hourly weather data using the bin method, where hourly average 

data [46] is classified into bins with a bin size of 2.8°C (5°F). Compared to the simple 

average method, this bin method limits the influence of significant fluctuations in hourly data 

that might occur over the time period of study. 

Energy dataset characteristics  

A database of five years (Jan 1, 2012 to Dec 31, 2016) of highly granular building 

energy use data, building characteristics data, annual survey data, and energy audit data of 

several hundred homes in Austin, Texas was used, as summarized in Table 3.1 [46]. Weather 

data, including outdoor temperature, humidity, solar radiation, and wind speed was also 

collected from the Austin airport weather station. The average number of occupants, 

household age, number of bedrooms, and age of residents are all close to national averages. 

In general, the level of education and household income are higher in this dataset, however it 

is not anticipated that these factors will have a significant impact on the occurrence of 

outliers. For additional information, previous research has discussed this dataset, as well as 

its similarities to American Community Survey data [11,47].  
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Table 3.1 Characteristics of residential buildings in dataset. 

Categories 
Households 
in dataset [a] 

(n=128) 

Households 
in the United 

States [b,c] 
Categories 

Households 
in dataset [a] 

(n=128) 

Households 
in the United 

States [b,c] 

Household age 
(average, in years) 

11 37.4 
Number of bedrooms 
(average) 

3.2 2.8 

Occupants (average) 2.6 2.6 Area (average, m2) 204 183.1 
Age of residents   HVAC system   
Under 5 years 11.3% 6.4% Central air gas furnace 70.6% 39.0% 
5 to 24 years 15.1% 27.0% Central air electric furnace 6.6% 16.8% 
25 to 34 years 12.7 % 13.5% Heat pump 7.5% 8.6% 
35 to 64 years 49.1% 39.4% Window air conditioning 3.9% 22.8% 
65 years and over 11.8% 13.8% Others 11.4% 12.8% 
Level of education   Number of compressors   
Postgraduate degree 60.1% 11.0% 1 65.5% - 
College graduate 35.1% 18.3% 2 16.8% - 
High School graduate 0.6% 28.0% 3 3.3% - 
Others 4.2% 42.8% Not reported 14.4% - 
Total annual income   Programmable thermostat   
Under  $50,000 5.4% 46.9% Yes 57.1% 36.7% 
$50,000 - $74,999 11.7% 17.8% No 28.2% 47.7% 
$75,000 - $99,999 12.3% 12.2% Not reported 14.7% 15.6% 
$100,000 - $149,999 32.4% 13.0% Ceiling fans   
$150,000  and over 30.6% 10.1% Yes 90.1% 72.7% 
Not reported 7.5% - - - - 

[a] Data source: Pecan Street Research Institute (2012-2016) 
[b] Data source: American Community Survey (2014)  
[c] Data source: Residential Energy Consumption Survey (RECS) (2015)  
 

Energy use data cleaning 

In this dataset each house is anonymized and represented by a unique Data ID, as 

discussed in Cetin et al. (2014, 2015) [11,47] and Rhodes et al. (2014) [48]. The whole-home 

electricity use as well as electricity use for up to 10-15 individual circuits was collected at 

one-minute intervals, representing appliances, lighting, HVAC (heating, ventilation, and air 

conditioning), and other plug loads. From the several hundred homes of available data, only 

houses that have 100% of whole-home electricity use for the time period considered at the 

one-minute level were used. The dataset of available data ranges includes 2012 to 2016, 

however, the number of houses with 100% of data in multiple years is limited, and thus, a 

dataset of 128 houses with 100% of whole-home energy use for a 24 months period (2014, 

2015) was primarily used for this analysis.  
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Step 2 - inverse model development 

Of different methods for inverse models [24], four methods are applied and compared 

to determine the most appropriate modeling method for the frequency and quantity of the 

dataset utilized. As with many residential energy datasets such as those collected and 

maintained by utility companies, monthly energy use data and weather data are the most 

commonly available information and little other information is known. As such the 

prediction of monthly energy use was the primary goal, taking advantage of the highly 

granular data included in this dataset to assess the reasons and causes for how well dataset fit 

the models. 

The first set of inverse modeling method considered are a single and multi-variate 

steady-state model called change-point modeling [24]. This method traditionally predicts 

energy consumption using (a) outdoor temperature data as the independent variable; this is 

the more common and widely-used approach. This model can also be developed using (b) 

multiple weather data variables as independent variables. The modeling method determines a 

base temperature as the balance-point temperature at which a building does not require or 

only requires minimal energy use for heating or cooling [23,49]. This splits the model into 

multiple sections with different behaviors based on the characteristics of energy use during 

these different periods; differences in characteristics are often associated with different 

seasons and outdoor conditions. The value of the coefficients determined identifies the types 

of these change-point models [49]. With temperature as the main predictor, for houses with 

electric-based heating and cooling, typically a five- or four-parameter change-point model is 

most appropriate; for houses with a gas-furnace or non-electric heating, a three-parameter 

cooling model is best, for house with only electric-based heat a three-parameter heating 
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model is most common. Houses may also fit a two–parameter model in which the electricity 

use increases or decreases with change in temperature, regardless of season.  

Similarly, the multi-variate model uses monthly energy consumption as dependent 

variable and different parameters of outdoor weather data such as temperature, humidity, 

solar radiation, and wind speed as the independent variables. The heating and cooling 

portions of the multi-variate models were developed using stepwise regression [50]. In this 

study, the base temperature is determined for each house through the developed change-point 

model algorithm which is run in MATLAB, building off of methods outlined in [49]. Code 

was also developed to implement and automate the change-point model development. A 

unique inverse model is calculated for each building studied.  

The second set of inverse modeling methods used utilizes artificial neural networks 

(ANN) [51], another inverse modeling technique that has been used for building energy data 

and performance prediction [24]. In this study, Long Short-Term Memory (LSTM), a 

specific recurrent neural network (RNN) architecture, is used, which is often recommended 

for time series data. LSTM contains special units called memory blocks containing memory 

cells with self-connections storing the temporal state of the network and the gates to control 

the flow of information [51,52].  

Specifically, two different ANN models for each house are used with a different 

numbers of independent weather variables to predict monthly energy use. For the first, only 

outdoor temperature was used as the independent variable. The LSTM models were defined 

with 2 neurons in the first hidden layer and 1 neuron in the output layer for predicting the 

energy use for each house. This model was fitted for 50 training epochs using a batch size of 

3. The second model used temperature, humidity, wind speed and solar radiation as inputs, 
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with 4 neurons in the first hidden layer and 1 neuron in the output layer. The models were 

also fitted for 50 training epochs using a batch size of 3.  

Step 3 - choose the most appropriate model 

To determine the fit of the models to the data, the values of Root Mean Squared Error 

(RMSE) and Coefficient of Variation of the Root Mean Square Error (CV-RMSE) are assess 

for the in-sample and out-of-sample data. These values are commonly used methods of 

evaluating the fit of a set of data to a model. The RMSE value evaluates the variance of all 

residuals in the models [53], while the CV-RMSE demonstrates the uncertainty inherent in 

the models [23]. The most suitable model with monthly data of whole-home energy 

consumption and collected weather data was chosen if the values of RMSE and CV-RMSE 

were small. 

Step 4 - outlier detection 

Three different methodologies are used to detect outliers in the data: (1) Standard 

deviation, (2) Quartile, and (3) Grubbs’ Test, as described briefly in this section. There are 

many types of possible statistical methods used for the determination of outliers, however not 

all methods are appropriate for datasets where a smaller number of data points are used. 

Based on the most appropriate model chosen from Step 3, each method of outlier detection is 

applied. The standard deviation method (1) is commonly used and recommended in the 

building energy performance field for measurement and verification (M&V) activities, such 

as for energy performance contracting [44]. The other methods are also accepted statistical 

methods to determine the occurrence of outliers. These three methods are used to enable a 

comparison of the detection abilities of the different methods for the specific use case of 

residential energy use predictions.  
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The standard deviation method (1) is a common method to identify outliers based on 

the mean value and the standard deviation of the dataset [54,55]. The standard deviation is 

calculated from the residual values in each residential building, the mean of these residuals 

and the number of observations in each inverse model. Generally, a threshold of two or more 

standard deviations are applied for outlier detection [54]; this is also consistent with M&V 

practices recommended in the literature [44]. Thus a value of 2 standard deviations is chosen 

as the threshold for detecting outliers in this study. The (2) quartile method [56,57] is based 

on box plots that identify the first quartile (25th percentile) and third quartile (75th 

percentile) of the data residuals. The interquartile range is computed as the difference 

between these values, then the range for outlier detection is established using a lower and 

upper fence with the value X2. If the value of the residual is less than the lower fence or 

higher than the upper fence, these values are considered outliers. Similar to a previous study 

[58], a value X2 of 1.5 is used for the lower and upper fence as a threshold. The Grubbs' 

test is a method that uses the approximate normal distribution to detect a single outlier in the 

dataset [59]. In most cases the outlier is recognized as the maximum or minimum values in 

the data set. Therefore, this method is also called as the maximum/minimum normed residual 

test [59]. This method detects outliers in the dataset through an established hypothesis with 

two statements – no outlier found or an outlier found in dataset. A value of Grubbs’ Test is 

identified from mean and standard deviation of the dataset of energy use in each inverse 

model. The critical value of Grubbs’ Test is determined from the t-distribution table. If the 

value of Grubbs’ Test is higher than critical value, there is an outlier in the dataset.  

The identified data point(s) in each house from each of the three methods are, for a 

comprehensive analysis of outliers, all analyzed.  The number of methods (1, 2, or 3) that 
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determined a point is an outlier is also tallied for assessment of the most appropriate type of 

outlier detection method for residential building energy use predictions. 

3.2.2. Determining the Cause of Outliers and Impact on the Accuracy of the Inverse 
Models 

The outputs from the first stage are applied as the input data to this stage (Figure 3.2) 

to determine their cause and impact on model performance. Determining the cause of the 

outliers is only possible to implement with the use of detailed data, such as high-frequency 

(e.g. 1 minute) disaggregated energy use data. If less frequent data is available, evaluation of 

accuracy is still possible, however, the cause cannot likely definitively be determined without 

additional information. The steps below assume that the data used is electricity data. The 

same methods could be used for natural gas data, however disaggregated gas use data is not 

common and is challenging to collect.  

Step 1 - outlier criteria establishment of each end-use 

The outlier criteria for each end-use in each house, including both HVAC and non-

HVAC end uses, are established in this step. Monthly total electricity use (kWh) and monthly 

runtime fraction (%) for the HVAC system or use frequency (minutes) for non-HVAC loads 

are determined for the outlier month(s). The runtime fraction for the HVAC system depends 

on when the HVAC system turned on or off based on the electricity use from one-minute 

level data, as discussed in [47]. Similarly, the monthly use frequency of each end-use is the 

time which the end-use is turned on in each month. 

Step 2 - outlier cause classification  

The outlier causes are classified into two main categories: HVAC system and non-

HVAC end uses. The HVAC is distinguished from the other end uses due to its high 

percentage of electricity use in residential buildings in the U.S, and since it is typically 
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weather-dependent while other end uses may be, but to a significantly lesser extent. If 

additional data was available, for example indoor temperature values and/or thermostat set 

points, this data could also be helpful in this analysis, however these were not consistently 

available and thus were not used in this work. For HVAC use, an inverse model is developed 

for HVAC-only energy use, following methods described in previous steps. If the month 

considered an outlier shows HVAC use is outside 2 standard deviations (95% confidence 

interval) (Method 1), and/or is lower than the lower fence/higher than the upper fence 

(Method 2), and/or higher than the critical value (Method 3), HVAC is considered as a cause 

of the outlier. For non-HVAC uses, the average energy use per month is calculated for that 

end-use as non-HVAC loads are not found to be strongly weather dependent. Similar to 

process for HVAC, if the month considered an outlier shows a high or low non-HVAC use, 

this particular non-HVAC use is considered to be a cause of the outlier.  

There are a number of possible causes of outliers anticipated, most of which are likely 

to be caused by occupant-related behavior changes which impact the energy use of particular 

end-uses. Changes in occupant behavior, including events such as changes in the number of 

occupants in a home, whether or not an event or gathering is being held, such as during the 

holidays, the types of activities occurring in the home such as significant cooking or 

electronics usage, changes in thermostat set points by occupants higher or lower than 

predicted use for individual end use(s), the underlying causes of which are in most cases due 

to differences in occupant behavior-based energy use.  

Step 3 - evaluation of outlier impact on inverse model  

To evaluate the impact of outliers on the performance of an inverse model, the model 

is developed with and without the identified outliers. Using additional months or years of 

data used in the model development across the multiple years of data in the utilized dataset, 



www.manaraa.com

54 

these out-of-sample data are compared as the model-predicted values. Similar to Step 3 in the 

first stage of model development and outlier detection, the values of RMSE and CV-RMSE 

are also evaluated for comparison of performance of models. In both cases, the lower values 

of RMSE and CV-RMSE, the better prediction is demonstrated. If the inverse model with 

outliers better predicts the out-of-sample data, these outliers are recommended to be kept. 

Otherwise, the outlier is recommended to be removed for improved model performance over 

time.  

3.3. Results and Discussion 

3.3.1. Inverse Model Development 

A minimum of two years (2014 - 2015) of energy use and weather data were used to 

develop the inverse change-point models and ANN models, including one year for in-sample 

data (training) and one year for out-of-sample data (validation). The inverse change-point 

and ANN models are developed with single predictor (only outdoor temperature) and 

multiple predictors (outdoor temperature, wind speed, solar radiation, and/or relative 

humidity). The root mean squared error (RMSE) and the coefficient of variation of the root 

mean square error (CV-RMSE) are used to assess the fitness of both the change-point and 

ANN models using single and multiple variables. These measures follows the industry 

guidelines for building energy use prediction, including ASHRAE Guideline 14 [60], and 

International Performance Measurement & Verification Protocol [61]. The model 

performance results of four inverse modeling methods are shown in Table 3.2. Table 3.2 

demonstrates that the inverse change-point models with both single and multiple variables 

have the lowest CV-RMSE of the models evaluated. At approximately 12% for in-sample 

data for the single variable change-point models (Table 3.4), the CV-RMSE is below the 

industry guideline proposed threshold of 15% for monthly data [60]. The ANN model CV-
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RMSE value is higher than the change point models, and higher than the recommended 

threshold per the ASHRAE Guideline 14 requirements. Comparing the inverse change-point 

models and ANN models in out-of-sample data, change-point models perform better, with 

the lower RMSE and CV-RMSE than the ANN models. In addition, the change-point models 

require lower computation effort [23,24] to develop, making them an overall more favorable 

choice from both perspectives. This is in agreement with the finding of other studies that 

compared change point models to other more complex and computationally-intensive inverse 

modeling methods including ANN [23]. ANN models generally benefit from situations with 

more data to improve performance [24], but are more complicated and require more 

computational time [35], and have been found to perform better for commercial buildings 

with more consistent use schedules than occupied residential buildings [26]. Therefore, based 

on these findings, in this study change-point models are used.  

Table 3.2 The evaluation of inverse change-point (CP) and ANN models developed for 
studied residential buildings. 

Median values 
Change-point models ANN models 

Single variable Multiple variables Single variable Multiple variables 

RMSE 160.4 154.4 386.8 321.7 

CV-RMSE 17.1% 17.0% 44.0% 37.6% 

 

For determining the change point modeling method to use for this work, Table 3.2 

shows the values of CV-RMSE in the models with a single and with multiple variables are 

nearly identical. The RMSE values are slightly lower (5%) overall for the multiple variable 

modeling method than the single variable modeling method. However, in the developed 

change point models which considered the use of multiple independent variables using 

stepwise regression methods, the large majority of these homes’ models (81%) were found to 
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use only one independent variable, including 63% with outdoor temperature, 16% with solar 

radiation, and 2% with relative humidity as a predictor. 13% of the homes with developed 

models were found to have two variable predictors, including outdoor temperature and wind 

speed accounting for 9%, and outdoor temperature and solar radiation at 2%. In addition, 

approximately 50% of the homes that used multiple variables as predictors found that the 

weather parameters that are significant predictors in one season are not the same as the 

significant predictors in another season, making the model predictors non-uniform across 

multiple seasons. Thus although the RMSE values of single variable modeling method is 

slightly higher, this method demonstrates sufficient accuracy and provides predictor 

uniformity that enables comparison of homes’ performance across all seasons with a low 

computational demand in comparisons with other inverse modeling methods [23]. Therefore, 

the single-variable change-point models are used for each residential building in this study. A 

change-point model requires the determination of the balance-point temperature, using 

methods such as those in Paulus et al. (2015) [62]. To develop the inverse change-point 

model for each residential building, four criteria are assessed for each portion of the model to 

determine if the model is acceptable, following the recommendations of [62]. This includes a 

shape test to ensure the magnitude and sign of the slope of each portion of the model is 

acceptable, a significance test which is passed if the p-value is assessed to be under a 

threshold level set at 0.05, an R2 test which is passed if this value is over a set threshold level 

of 0.5, and a data population test which is passes if at least three data points are available for 

model development for each portion of the model [62]. The change-point model in which all 

tests are passed and which has the lowest RMSE and associated CV-RMSE value is chosen 

as the best fit [62]. 
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3.3.2. Inverse Model Development Results 

A total of 128 inverse change-point models were developed with one year of monthly 

whole-home energy use data as the dependent variable and binned outdoor temperature data 

as the independent variable. The number of houses determined to fit best for each type of 

change-point model are represented in Table 3.3. The inverse change-point model identified 

for each house is typically most closely related to the type of HVAC system used, 

particularly whether or not electricity is used as a means for heating the home, as the HVAC 

system typically represents the largest weather-dependent energy consumer in a residential 

building. The 5-parameter or 4-parameter change-point models typically best fit homes with 

heat pumps, while the 3-parameter cooling best fit homes with gas furnaces. This type of 

inverse change-point model is simpler method with lower computational demand. The 

accuracy of the prediction is still impacted by the limited number of data points available 

associated with monthly data frequency and the occurrence of outlier values. 

Table 3.3 Summary of inverse change-point (CP) models developed for studied residential 
buildings. 

Type of models 

Number 
of 

houses 
(n=128) 

Outliers 
(#) 

Coefficients of slopes  

Heating season Cooling season 

Max Median Min Max Median Min 

5-parameter CP 3 -- -7.9 -88.7 -105.8 269.8 122.7 51.0 

4-parameter CP 18 2 -6.2 -111.5 -295.4 211.8 89.9 30.8 

3-parameter CP cooling 102 20 -- -- -- 500.8 99.7 29.3 

2-parameter CP cooling 5 2 -- -- -- 95.9 36.0 4.1 

 

The distribution of models dominated by cooling models aligns with what is expected 

in Austin Texas (ASHRAE Climate Zone 3A), which is both a humid, cooling climate, and a 

location where natural gas is commonly used for heating [63]. The majority of homes were 
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found to best fit a 3-parameter cooling model (80%), followed by a 4-parameter model 

(14%), and a small percent fitting a 5-parameter (2%) and 2-parameter cooling (4%). None 

were found to fit at 2-paramter heating model. In terms of natural gas use, over 70% of 

homes in this dataset use gas heat (Table 3.1). Homes with the best fit being a 3-parameter 

cooling model was compared to the known use of gas heating; in all cases where this 

information was available, these homes were found to follow the 3-parameter cooling model. 

Those that fit the 4-parameter and 5-parameter models (16%) likely use a heat pump or 

electricity for heating. This was also cross-checked with homes with known non-gas heating 

HVAC types (14.1% of homes) and agreed with the known building characteristics.  The 

homes where the 2-parameter cooling model fit best indicate that regardless of season, as the 

temperature increases the electricity use increases, even in the heating season. Likely, these 

homes have non-HVAC uses that decrease with decreasing temperature consistently 

throughout all seasons, and also use gas or other non-electric sources of heat in the winter.  

The overall model results indicate that the median change in monthly energy use per 

degree of increase in monthly binned temperatures is approximately 100-123 kWh/ᵒC in the 

cooling season, and 105-112 kWh/ᵒC. This is a similar range for both the heating and cooling 

season across the homes studied and is in reasonable agreement with previous residential 

studies on HVAC and whole-home energy use [64,65]. Those homes most impacted by 

temperature reached monthly energy use increases of up to 501 kWh/ᵒC in the cooling season 

and 295 kWh/ᵒC in the heating season. These higher slopes may be caused by homes that are 

inefficient, or may have high or low thermostat set points in the heating and cooling seasons 

respectively. The homes with energy use least impacted by temperature but still with a 
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statistically significant relationship were as low as 6-8 kWh/ᵒC in the heating season and 4-

51 kWh/ᵒC in the cooling season.  

Examples of representative homes’ monthly data with the developed inverse models 

are shown in Figure 3.3, including each of the different types of models. Figure 3.4 shows a 

distribution of the base temperatures for the studied homes, which range from 9°C-23°C. 

Nearly 60% of the homes in this dataset have a base temperature in the range of 14°C-18°C, 

which is consistent with commonly used values discussed in ASHRAE Guideline 14 [60]. A 

lower change-point value indicates that the homes in this dataset use the least amount of 

energy and lowest HVAC use at a lower range of outdoor temperatures.  

  

  

Figure 3.3 Examples of inverse change point models of energy use developed including: (a) 
5-Pamameter, (b) 4-Pamameter, (c) 3-Pamameter cooling, and (d) 2-Pamameter cooling. 
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Figure 3.4 Distribution of base temperatures of change-point models (n=128). 

The models developed using the one year of data were then evaluated to determine 

the quality of fit of the model for both in sample in-sample and out-of-sample monthly 

energy use data (Table 3.4). As expected, the fit of the data is better for in-sample as 

compared to out-of-sample data, however, on average the difference between the in and out 

of sample data was small, indicating a similar fit of the data to the model across multiple 

years. This information is used to compare to the performance of the models with the 

removal of the identified outliers. Figure 3.5 shows the distribution of the residuals of actual 

and predicted energy use from in-sample data (2015) and out-of-sample data (2014). Over 

50% of all predicted values are within 100 kWh, and over 77% are within 200 kWh. The data 

points (months) on the upper and lower extremes of the data are consistent with the outliers 

identified through the three detection methods, which are summarized in Table 3.5 and 3.6.  

Table 3.4 Evaluation of accuracy inverse change-point (CP) models developed of residential 
buildings (RMSE = root mean squared error, CV-RMSE = coefficient of variation of the root 
mean square error). 
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Figure 3.5 Residuals of actual and predicted electricity use for the studied residential 
buildings (n =128) with (a) In-sample data (2015), and (b) Out-of-sample data (2014). 

Table 3.5 Summary of outliers in inverse change-point (CP) models detected by one, two and 
three methods. 

Outlier detection methods Type of models Recommendation 

5-parameter 
 CP 

4-parameter 
CP 

3-parameter 
CP cooling 

2-parameter 
CP cooling 

Accepting 
outliers 

Removing 
outliers 

One method             

- Standard Deviation - - 1 1 2 - 

- Quartile - 1 6 - 7 - 

- Grubbs' Test - - 5 - 5 - 

Two methods             
- Standard Deviation & 
Quartile 

- 1 1 1 - 3 

- Quartile & Grubbs' Test   - 5 - 5 - 

Three methods             
- Standard Deviation, 
Quartile & Grubbs' Test 

- - 2 - - 2 

Total of outliers (n=24) 0 2 20 2 19 5 

 

Generally across all of the evaluated outlier detection methods, the number of outliers 

detected is similar, ranging from 5-16% for individual methods. In addition there are 2 

outliers months found by all three outlier detection methods, 8 outliers found by two 

methods, and 24 outliers found by at least one of the three methods. Within each of the types 

of change point models, the 2P models had the largest percent of outliers (40%), followed by 
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the 3P models (20%), and the lowest number of outliers were the 4P models (11%).  This 

distribution of outliers within the model types makes sense because it follows the 

significance criteria and sequence of modeling development in the order of 5-parameter, 4-

parameter, 3-parameter, and 2-parameter change-point models.  

In many cases where outliers were detected, a different method detected these 

outliers. Each method detects data points as outliers that other methods do not detect, which 

is due to the differences in how the outliers are detected in each method. For a single-variate 

models, the standard deviation method takes into account the dispersion of all individual 

data-points of the dataset around the mean [66]. In the measurement and verification (M&V) 

field for buildings, this method is commonly used [44]. The quartile and Grubbs’ test, 

however, take into account parts of the dataset; the quartile method is based on distance from 

median of dataset, and Grubbs’ test considers one extreme data point, including either the 

maximum or minimum value. By assessing each method, this provides insights as to which 

method(s) identify outliers that should be removed to improve model performance. Table 3.5 

shows the number of outliers detected by single and multiple methods in different types of 

inverse change-point models. The recommendation of accepting or removing outliers in the 

models is also demonstrated in this table. Approximately 80% of total outliers found (n=19) 

are suggested to be kept. Most outliers in this case come from one method of detection, or 

from two methods, including both the Quartile and Grubbs’ Test. The outliers recommended 

to be removed from the models based on impact on model performance account for 20% of 

total outliers (n=5). The combination of methods that detect this type of outlier include (a) 

both the Standard Deviation and Quartile method, and (b) all three detection methods. This 

indicates that, based on this dataset, these two combinations of methods are the best 
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recommended methods for identifying outliers in need of removal for overall model 

performance improvement benefits.  

As evident from Table 3.6, the number of outliers detected in each month varies. 

December, January, and February are the three months that have a larger number of outliers 

across all methods. These months are common holiday months in which homes may be 

under-occupied if occupants are on vacation elsewhere and are not at home, or over-occupied 

if there are guests staying in the house for the holidays. This variation in occupancy would 

lead to increased or decreased electricity use in these outlier months due to significant 

increases in, in particular, internal loads such as cooking appliances, water heater use, plug 

loads, and lighting, as well as the use of items (e.g. oven) that were not used as frequently 

during other time. Several examples are included in Figure 3.6. For other months, the reasons 

for outliers in each house vary. Additional causes of outliers included both HVAC system 

and non-HVAC use deviations. For HVAC systems, these include faults in the HVAC 

system and increases or decreases in monthly electricity use and frequency in the HVAC. 

The non-HVAC loads were similar to those in the holiday months. In Figure 3.6a, the energy 

use of the HVAC unit from one home from Feb 23 to Mar 27 indicates that it continues to 

use approximately 500W continuously even when the system is not on.  This may be due to 

the HVAC system or sensor malfunctioning or due to the system fan being left on 

continuously and perhaps unintentionally. As a result, the electric use of the HVAC unit is 

approximately 3.6 times higher than the other months (Figure 3.6b). Figure 3.6c-e represent a 

different home, where the outlier is cause by significant increases in the monthly use of non-

HVAC appliances including a dishwasher, microwave, and oven. It is likely that this house 

has additional occupants during this month. 



www.manaraa.com

64 

 

 

 

 
 

Figure 3.6 Examples electricity end-use cases of outliers: (a) Fault in the interior unit (AHU) 
of the HVAC system; (b) monthly electricity use of HVAC system; monthly use frequency of 
the (c) dishwasher, (d) microwave, and (e) oven. (Note: red square indicates the identified 
outlier). 

 

 

(a) 

(b) (c) 

(d) (e) 
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Table 3.6 Summary results of outliers detected using each methodology and multiple. 

 

In order to evaluate the impact of outlier(s) on the prediction performance of inverse 

models, 12 months of out-of-sample data are used to compare the performance of the model 

with and without the outliers. The model which provides a better prediction of the out-of-

sample data is considered to be the preferred method. If the RMSE and CV-RMSE values for 

the inverse model using the out-of-sample data with outlier are lower than their values 

without the outlier, accepting outlier is recommended. Otherwise, the inverse models without 

outlier (i.e. rejecting outlier) is recommended to be applied to predict the future energy use in 

residential buildings. It was found that in most cases the outliers are recommended to be 

removed, however for some homes they should not as this negatively impacted the model 

performance. The results of four representative homes is included in Table 3.7, including 

homes with outliers detected with three outlier detection methods (1 home), two methods (2 

homes), and one method (1 home). House #1 and House #4 are examples where the outliers 

are recommended to be removed.  In these homes the out-of-sample data better matches the 

Number of 
outliers  
found per 
months 

Outlier detection methods 

Standard 
Deviation 

Quartile Grubbs' Test 
Two 

methods 
Three 

methods 
Total Unique 

Outliers 

January - 3 3 3 - 3 

February - 1 2 - - 3 

March 2 2 1 1 1 2 

April - - - - - - 

May - - - - - - 

June 1 2 1 1 - 3 

July 2 2 - 1 - 3 

August - - - - - - 

September - 3 - - - 3 

October 1 - - - - 1 

November - - - - - - 

December 1 4 5 2 1 6 

Total 7 (5%) 17 (13%) 12 (9%) 8 (6%) 2 (2%) 24 (19%) 
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model developed without the outlier than with the outlier (Figure 3.7a and 3.7d). On the other 

hand, for House #2 and #3 keeping the outlier is recommended. As shown in Figure 3.7b and 

3.7c, there is a lower difference between the outlier and other values of monthly electricity 

use in other years, therefore, original inverse models with outlier are the suitable choice. 

Previous works has suggested that in the case of the detection of an outlier, it should be 

removed or adjusted to improve model performance [43,44]. The results of this analysis 

indicate that while this is the case for many buildings, it is not the case for all, and thus 

additional consideration should be made before the removal of an identified outlier. 

Table 3.7 Impact of outlier(s) on the prediction performance of models in four representative 
houses  

 

Coefficients 

Inverse CP 
model in 

2015  
with outlier 

Inverse CP 
model in 

2015  
without 
outlier 

2016 (out-of-sample) 

Difference Recommendation using 
model with 

outlier 

using model 
without 
outlier 

RMSE       

House #1 169.8 94.9 169.3 116.9 -30.9% Remove outlier 

House #2 228.9 151.1 270.8 316.5 +16.9% Keep outlier 

House #3 240.0 142.2 445.3 470.8 +5.7% Keep outlier 

House #4 199.9 72.0 158.7 102.0 -40.5% Remove outlier 

CV-RMSE       

House #1 21.6% 12.5% 21.6% 15.4% -28.7% Remove outlier 

House #2 12.8% 8.4% 15.1% 17.6% +16.6% Keep outlier 

House #3 23.7% 14.6% 44.1% 48.2% +9.3% Keep outlier 

House #4 25.9% 9.7% 20.5% 13.8% -32.7% Remove outlier 
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Figure 3.7 Impact of outliers on the inverse CP models in 4 represented houses: (a) House 
#1, (b) House #2, (c) House #3, and (d) House #4.  (Note: red square indicates the identified 
outlier; #1 and #4 recommend to remove the outlier, and #2 and #3 recommend to keep) 

As a case study, a residential building is considered (representative house #3 in 

Figure 3.7c and Table 3.7) with a 3-parameter change-point cooling model with an identified 

outlier in the month of December. The energy use in December is 74% higher than the 

inverse model-predicted, and is therefore considered an outlier, the main cause of which is 

higher HVAC use and large appliance use. Appliances including the dishwasher, dryer, 

microwave, and oven also have use frequencies in December outside of the set threshold 

levels including 125%, 79%, 84% and 810% higher, respectively. This is equivalent to 

approximately 2.30 occupants [67], as compared to an average the equivalent of 1.25 

(a) (b) 

(c) (d) 
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occupants in all other parts of the year. Comparing the fitness values in multiple years, the 

RMSE for the inverse model with the identified outlier (445) is lower than without (471). 

Additionally, a similar value of energy consumption occurs in this month in two other years 

(2016, 2017), meaning that this house has consistently high energy use in this month. 

Therefore, keeping the identified month in the original inverse model is of benefit, however 

given that this month does not follow the trends of other months in terms of consumption it 

may benefit from separate treatment and/or modeling as compared to other months. 

Based on the analysis of the homes with identified outliers in this work, other houses 

(n=19) have been found to also benefit from keeping the identify outlier months. These 

findings indicate that the removal of an identified outlier using one of these methods is not 

always merited, and that an understanding of the reason why outliers occur and their 

associated impact on the model is important to assess.  

3.4. Conclusion 

When developing the inverse models to predict the energy use in residential 

buildings, generally for monthly data change point modeling methods were found to be best 

of the different methods considered and thus were used for the inverse model development. 

Outliers in these models occur in many of the homes, typically in the middle of the heating or 

cooling season rather than in the transition seasons, and can be detected using the proposed 

methodologies. The causes of outliers are investigated by studying one-minute interval 

circuit level data, which is typically not possible as high-frequency disaggregated data is 

typically not available for a large number of residential buildings. Understanding of 

characteristics of these outliers and why these have occurred helps to evaluate the impact of 

outliers on inverse change-point models effectively before determining whether to remove or 

keep these outliers. The following general conclusions are made: 
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- For monthly energy use data in residential buildings, the inverse change-point 

modeling method performs better, with a lower RMSE and CV-RMSE, and requires 

the lower computation effort than the ANN method considered. Thus for monthly-

level frequency data across the range of homes studied, change point modeling 

methods appear to be the preferred method. 

- Using change point modeling, the majority of homes studied (80%) fit a 3-parameter 

cooling change point model, indicating that most homes in the dataset use electricity 

for cooling and gas for heating. This was confirmed through comparison with survey 

data for those homes which provided this information, indicating this developed 

method for assigning change point model types appropriately represented the 

expected type of change point models for the studied homes; a smaller number (14%) 

fit a 4P and (6%) fit a 5P or 2P cooling model; 

- The homes with the 5P and 4P had the lowest percent of homes with outliers and best 

fit of data to the models; the homes fitting the 2P model had the highest percent of 

homes with outliers. This indicates that homes may be assigned to the 2P model type 

due to the presence of one or more outliers. When the outlier was removed for this 

model type, the change point model type that best fit the data changed from a 2P to a 

3P model, confirming this prediction. 

- The number of outliers detected with each of the three methods considered was 

similar, but while in some cases all method detected the same specific months as 

outliers, this was not the case for all months; overall approximately 19% of homes 

analyzed were found to have an outlier month.  



www.manaraa.com

70 

- Outliers occur most often across the three methods during the winter holiday season 

of December and January; analysis of the disaggregated end-use data indicates that 

these homes were generally over or under occupied as compared to normal operating 

conditions and that this over or under occupied state was not consistent throughout 

the different years of study. This indicates that when using monthly data to develop 

inverse models for residential buildings, it is important to be cautious when including 

these data points in the development such models – it may be preferable to treat these 

months separately and predict using a separate mechanism.   

- In most cases the removal of the identified outlier improved the model performance 

and in some cases changed the model type assigned, most often from a 2P to a 3P or 

4P model; however in other cases the outlier removal was detrimental to the model 

performance with out-of-sample data; therefore all identified outliers should not 

necessarily be removed. 

- Occupant behavior, particularly for residential buildings, has an impact on the 

development and predictive performance of inverse models used to predict energy use 

of buildings, and can be the source of the occurrence of outliers in these models. Most 

of the studied residential buildings with an identified outlier month show that the 

outlier time period has notably different occupant-dependent energy end uses as 

compared to other times, i.e. there were a significant increase or decrease in loads 

such as large appliances (e.g. clothes washer, dryer, dishwasher), cooking appliances 

(e.g. kitchen appliances, microwave, range, oven), lighting, and/or plug loads. The 

use frequency, run time, and total electricity use in these major appliances are highly 

dependent on the number of occupants and their associated behaviors. 
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- The identification of appropriate methods for outliers detection in energy use 

prediction models is beneficial in that if such outliers are identified and adversely 

impact the ability of the model to predict energy use, as found with 20% of cases with 

identified outliers, the data point can be removed to improve the energy model 

predictions. If improved accuracy of the model can be achieved, this enables the 

ability of such energy model prediction methods to be more reliable and thus more 

trusted by the utility companies or by homeowners that may use these results to assess 

the energy performance of a building. This can lead to the more actionable results 

such as energy improvements or behavioral changes to improve efficiency. Secondly, 

if outliers are identified, this can also point to potential issues or inefficiencies in 

energy consuming systems that may need to be further investigated, such as a fault in 

an HVAC system. 

- Most of the cases (80%) benefit from keeping the identified outlier months. These 

findings indicate that the removal of an identified outlier is not always merited. 

- The methods that are best at identifying outliers that are detrimental to the model 

performance include (a) both the standard deviation and quartile method, or (b) all 

three methods. Therefore, these combination of methods are recommended methods 

for identifying outliers in need of removal for overall model performance 

improvement benefits. 

This study focuses on residential single family homes located in the Austin, TX, a 

warm, humid region of the U.S. In addition, while the homes included in this dataset and 

occupants living in these homes have many similar characteristics to the U.S. building stock, 

they are not necessarily representative. Additional study is needed to understand the impacts 
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of climate and variations in occupant characteristics on change point model development, as 

well as the occurrence, causes and treatment of energy use outliers. In addition, a small 

number of houses in the utilized dataset have a large variation in energy use, limiting the fit 

of the data to a change-point model and therefore the accuracy of prediction of electricity 

use. Further work is needed to determine if modified or alternative data-driven methods or 

modifications to the proposed approaches beyond those studied here may be better suitable 

for such homes. This effort is a strong starting point that, through further study, will help to 

realistically predict the presence and cause of such outliers and the likelihood that they will 

occur for homes even without highly detailed data. 

3.5. Acknowledgements 

Residential building energy use and characteristics collected from 2012 to 2016 in 

coordination with Pecan Street Research Institute. The research conducted was funded in part 

by The Ministry of Education and Training of Vietnam and Whisker Labs, however any 

opinions, findings, and conclusions or recommendations expressed in this material are those 

of the authors and do not necessarily reflect the views of these organizations.  We also thank 

Oluwafemi Oyeleke for his contributions to this paper. 

References 

[1] United Nations Environment Program (UNEP). Sustainable building and climate 
initiative. 2016. <http://staging.unep.org/sbci/AboutSBCI/Background.asp>.   

 
[2] United States Energy Information Administration (US EIA). How much energy is 

consumed in residential and commercial buildings in the United States? U.S. 
Department of Energy, Washington, DC, U.S.A. 2016.  < 
https://www.eia.gov/tools/faqs/faq.php?id=86&t=1>  

 
[3] United States Energy Information Administration (US EIA). International energy outlook 

2016. U.S. Department of Energy, Washington, DC, U.S. DOE/EIA-0484 (2016). 
May 2016. <https://www.eia.gov/outlooks/ieo/pdf/0484(2016).pdf>  

 



www.manaraa.com

73 

[4] United States Environmental Protection Agency. Sources of greenhouse gas emissions. 
EPA headquarters, Washington, D.C., U.S.A. 2014. 
<https://www.epa.gov/ghgemissions/us-greenhouse-gas-inventory-report-1990-2014>  

 
[5] Pachauri RK, and Meyer LA. Climate change 2014. Synthesis report. Intergovernmental 

Panel on Climate Change and World Meteorological Organization, Geneva, 
Switzerland. 2014.  

 
[6] Energy Sector Management Assistance Program (ESMAP). Improving Energy Efficiency 

in Buildings. 2014. 
<https://www.esmap.org/sites/esmap.org/files/DocumentLibrary/ESMAP_Energy_Ef
ficient_MayoralNote_2014.pdf>.  

 
[7] Asian Development Bank (ADB). Improving energy efficiency and reducing emissions 

through intelligent railway station buildings. 2015.  
<https://www.adb.org/sites/default/files/publication/173696/energy-intelligent-
railway-station.pdf>.  

 
[8] United Nations Environment Program (UNEP). Buildings and climate change. Summary 

for decision-makers. 2009. <http://staging.unep.org/sbci/pdfs/SBCI-
BCCSummary.pdf >  

 
[9] Huebner GM, Hamilton I, Chalabi Z, Shipworth D, Oreszczyn T. Explaining domestic 

energy consumption – The comparative contribution of building factors, socio-
demographics, behaviors and attitudes. Applied Energy 159(2015):589-600.  

 
[10] Steemers K, Yun GY. Household energy consumption: a study of the role of occupants. 

Building Research and Information 37(5-6)(2009): 625-37.  
 
[11] Cetin KS, Tabares-Valasco PC, Novoselac A. Appliance daily energy use in new 

residential buildings: Use profiles and variation in time-of-use. Energy and Buildings. 
84(2014):716-26.  

 
[12] Miller DJ. Behavioral opportunities for energy savings in office buildings: a London 

field experiment. Imperial College London, Faculty of Natural Sciences, Centre for 
Environmental Policy. 2013.  

 
[13] Dougherty A, Henderson C, Dwelley A, Jayaraman M. Energy efficiency behavioral 

programs: literature review, benchmarking analysis, and evaluation guidelines. 
Minnesota Department of Commerce, Division of Energy Resources. Final Report. 
2015.  

 
[14] World Business Council for Sustainable Development (WBC). Energy efficiency in 

buildings. Business realities and opportunities. Summary report. 2016. 
<http://www.wbcsd.org/Projects/Energy-Efficiency-in-
Buildings/Resources/Business-realities-and-opportunities-Summary >.   



www.manaraa.com

74 

 
[15] Mahone A, Haley B. Overview of residential energy feedback and behavior‐based 

energy efficiency. Document prepared for the customer information and behavior 
working group of the state and local energy efficiency action network. Energy and 
Environmental Economics, Inc., San Francisco, CA. 2011. 
<https://www4.eere.energy.gov/seeaction/system/files/documents/customerinformatio
n_behavioral_status_summary.pdf>.  

            
[16] Ehrhardt-Martinez K, Donnelly KA, Laitner JA. Advanced metering initiatives and 

residential feedback programs: a meta-review for household electricity-saving 
opportunities. American Council for an Energy-Efficient Economy, Washington, 
D.C, U.S.A. E105. 2010.  

 
[17] United States Energy Information Administration (US EIA). How many smart meters 

are installed in the United States, and who has them? U.S. Department of Energy, 
Washington, DC, U.S.A. 2016.  
<http://www.eia.gov/tools/faqs/faq.cfm?id=108&t=3>  

 
[18]. Innovation Electricity Efficiency (IEE). Utility-scale smart meter development: A 

foundation for expanded grid benefits. IEE report. August 2013. 
<http://www.edisonfoundation.net/iee/Documents/IEE_SmartMeterUpdate_0813.pdf
>.  

 
[19] Darby S. The effectiveness of feedback on energy consumption. A review for defra of 

the literature on metering, billing and direct displays. Environmetal Change Institute. 
Unitversity of Oxford. 2006. < 
http://www.eci.ox.ac.uk/research/energy/downloads/smart-metering-report.pdf >.  

 
[20] Cetin KS, Siemann M, Sloop C. Disaggregation and future prediction of monthly 

residential building energy use data using localized weather data network. ACEEE 
Summer Study on Energy Efficiency in Buildings. 2016.  

 
[21] Stram DO, Fels M. The application of PRISM to electric heating and cooling. Energy 

and Buildings 9(1986):101-110.  
 
[22] Fels, M. PRISM: An introduction. Energy and Buildings 9(1986):5-18.    
                  
[23] Zhang Y, O’Neill Z, Dong B, Augenbroe G. Comparisons of inverse modeling 

approaches for predicting building energy performance. Building and Environment 
86(2015):177-90.  

 
[24] The American Society of Heating, Refrigerating and Air-Conditioning Engineers 

(ASHRAE). ASHRAE Handbook—Fundamentals. 2017.  
 
 
 



www.manaraa.com

75 

[25] Do H, Cetin KS. Residential building energy consumption: A review of energy data 
availability, characteristics and energy performance prediction methods. Current 
Sustainable/Renewable Energy Reports 99(2018):1-10. DOI:10.1007/s40518-018-
0099-3 

 
[26] Biswas M, Robinson MD, Fumo N. Prediction of residential building energy 

consumption: A neural network approach. Energy 117(2016):84-92.  
 
[27] Jovanovic RZ, Sretenovic AA, Zivkovic BD. Ensemble of various neural networks for 

prediction of heating energy consumption. Energy and Buildings 94(2015):189-99.  
 
[28] Roldan-Blay C, Escriva-Escriva G, Alvarez-Be C, Roldan-Porta C, Rodriguez-Garcia J. 

Upgrade of an artificial neural network prediction method for electrical consumption 
forecasting using an hourly temperature curve model. Energy and Buildings 
60(2013):38-46.  

 
[29] Castelli M, Trujillo L, Vanneschi L, Popovic A. Prediction of energy performance of 

residential buildings: A genetic programming approach. Energy and Buildings 
102(2015):67-74.  

 
[30] Jung HC, Kim JS, Heo H. Prediction of building energy consumption using an improved 

real coded genetic algorithm based least squares support vector machine approach. 
Energy and Buildings 90(2015):76-84.   

 
[31] O’Neill Z, O’Neill C. Development of a probabilistic graphical model for predicting 

building energy performance. Applied Energy 164(2016):650-8.  
 
[32] Bassamzadeh N, Ghanem R. Multiscale stochastic prediction of electricity demand in 

smart grids using Bayesian networks. Applied Energy 193(2017):369-80.  
 
[33] Li R, Wang Z, Gu C, Li F, Wu H. A novel time-of-use tariff design based on Gaussian 

mixture model. Applied Energy 162(2016):1530-6.  
 
[34] Carpenter J, Woodbury K, O’Neill Z. A comparison of Gaussian process regression and 

change-point regression for the baseline model in industrial facilities. ASHRAE and 
IBPSA-USA SimBuild. Building Performance Modeling Conference, Salt Lake City, 
UT. 2016. p. 79-86.  

 
[35] Ahmad AS, Hassan MY, Abdullah MP, Rahman HA, Hussin F, Abdullah H, Saidur R. 

A review on applications of ANN and SVM for building electrical energy 
consumption forecasting. Renewable and sustainable energy reviews 33(2014):102-9.  

 
[36] Jain R, Smith K, Culligan P, Taylor J. Forecasting energy consumption of multi-family 

residential buildings using support vector regression: Investigating the impact of 
temporal and spatial monitoring granularity on performance accuracy. Applied 
Energy 123(2014):168-78.  



www.manaraa.com

76 

 
[37] Huang H, Chen L, Hu E. A new model predictive control scheme for energy and cost 

savings in commercial buildings: An airport terminal building case study. Building 
and Environment 89(2015):203-16. 

 
[38] Hong T, D’Oca S, Turner W, Taylor-Lange S. An ontology to represent energy-related 

occupant behavior in buildings. Part I: Introduction to the DNAs framework. Building 
and Environment 92(2015):764-77. 

 
[39] Hong T, D’Oca S, Taylor-Lange S, Turner W, Chen Y, Corgnati S. An ontology to 

represent energy-related occupant behavior in buildings. Part II: Implementation of 
the DNAS framework using an XML schema. Building and Environment 
94(2015):196-205. 

 
[40] Yan D, O’Brien W, Hong T, Feng X, Gunay H, Tahmasebi F, Mahdavi A. Occupant 

behavior modeling for building performance simulation: Current state and future 
challenges. Energy and Buildings 107(2015):264-78. 

 
[41] Langevin J, Wen J, Gurian P. Simulating the human-building interaction: Development 

and validation of an agent-based model of office occupant behaviors. Building and 
Environment 88(2015):27-45. 

 
[42] Fabi V, Andersen R, Corgnati S. Verification of stochastic behavioural models of 

occupants' interactions with windows in residential buildings. Building and 
Environment 94(2015):371-83. 

 
[43] Kim KH, Haberl JS. Development of methodology for calibrated simulation in single-

family residential buildings using three-parameter change-point regression model. 
Energy and Buildings 99(2015):140-52.  

 
[44] Bonneville Power Administration. Regression for M & V: Reference Guide 2012. 

<https://www.bpa.gov/ee/policy/imanual/documents/july%20documents/3_bpa_mv_r
egression_reference_guide_may2012_final.pdf>.  

 
[45] Pratt RG, Conner CC, Cooke BA, Richman E. Metered end-use consumption and load 

shapes from the ELCAP residential sample of existing homes in the Pacific 
Northwest. Energy and Buildings 19(1993):179-293.  

 
[46] The Pecan Street Research Institute. The University of Texas at Austin, TX. The 

Dataport database. <http://www.pecanstreet.org/category/dataport/>.  
 
[47] Cetin KS, Novoselac A. Single and multi-family residential central all-air HVAC system 

operational characteristics in cooling-dominated climate. Energy and Buildings 
96(2015):210-20.  

 



www.manaraa.com

77 

[48] Rhodes JD, Upshaw CR, Harris CB, Meehan CM, Walling DA, Navrátil PA, Beck AL, 
Nagasawa K, Fares RL, Cole WJ, Kumar H, Duncan RD, Holcomb CL, Edgar TF, 
Kwasinski A, Webber ME. Experimental and data collection methods for a large-
scale smart grid deployment: Methods and first results. Energy 65(1)(2014): 462-71.  

 
[49] Kissock JK, Haberl JS, Claridge DE. Inverse modeling toolkit: Numerical algorithms. 

ASHRAE Transactions 109(2)(2003): 8.  
 
[50] Tso G, Yau K.  Predicting electricity energy consumption: A comparison of regression 

analysis, decision tree and neural networks. Energy 32(9)( 2007):1761-1768.  
 
[51] Sak H, Senior A, Beaufays F. Long Short-Term Memory Recurrent Neural Network 

Architectures for Large Scale Acoustic Modeling. Interspeech. 2014. 
<http://193.6.4.39/~czap/letoltes/IS14/IS2014/PDF/AUTHOR/IS141304.PDF>.  

 
[52] Sainath TN, Vinyals O, Senior A, Sak H. Convolutional, Long Short-Term Memory, 

fully connected Deep Neural Networks. 2015 IEEE International Conference on April 
19-24, 2015. DOI: 10.1109/ICASSP.2015.7178838. 

 
[53] Grace-Martin K. Assessing the Fit of Regression Models. Cornell University. Cornell 

Statistical Consulting Unit. 2012. < 
https://www.cscu.cornell.edu/news/statnews/stnews68.pdf>.  

 
[54] Seo SW. A review and comparison of methods for detecting outliers in univariate data 

sets. Graduate School of Public Heath, University of Pittsburgh. 2006. 
 
[55] Rousseeuw PJ, Leroy AM. Robust regression and outlier detection. Wiley Series in 

Probability and Statistics. 1987. 10.1002/0471725382.  
 
[56] Shahid N, Naqvi IH, Qaisar SB. Characteristics and classification of outlier detection 

techniques for wireless sensor networks in harsh environments: a survey. Artificial 
Intelligence Review 43(2)(2015):193-228.  

 
[57] Seem JE. Using intelligent data analysis to detect abnormal energy consumption in 

buildings. Energy and Buildings 39(1)(2007):52-8.  
 
[58] Tukey JW. Exploratory Data Analysis. Princeton University. Pearson 1977.  
 
[59] NIST. Engineering Statistics Handbook. Section 3. Grubbs' test for outliers. E-

Handbook of Statistical Methods. U.S. Department of Commerce. 2012. 
<http://www.itl.nist.gov/div898/handbook/eda/section3/eda35h1.htm>.  

 
[60] ASHRAE Guideline 14. Measurement of Energy, Demand, and Water Savings. 2014. 
 



www.manaraa.com

78 

[61] United States Department of Energy. International Performance Measurement & 
Verification Protocol (IPMVP). Concepts and options for determining energy and 
water savings. Volume 1. 2002. <https://www.nrel.gov/docs/fy02osti/31505.pdf>  

 
[62] Paulus MT, Claridge DE, Culp C. Algorithm for automating the selection of a 

temperature dependent change point model. Energy and Buildings 87(2015):95-104.  
 
[63] United States Energy Information Administration (US EIA). Residential Energy 

Consumption Survey (RECS). Table HC 6.6 Space heating in U.S. homes by climate 
region, U.S. Department of Energy, Washington, DC, U.S.A. 2015. 
<https://www.eia.gov/consumption/residential/data/2015/hc/php/hc6.6.php>  

 
[64] Perez KX, Cetin K, Baldea M, Edgar TF. Application and Analysis of Residential 

Change-Point Models from Smart Meter Data. Energy and Buildings 139(2017):351-
9.  

 
[65] Cetin KS, Manuel L, Novoselac A. Effect of technology-enabled time-of-use energy 

pricing on thermal comfort and energy use in mechanically-conditioned residential 
buildings in cooling dominated climates. Buildings and Environment 96(2016):118-
30.  

 
[66] Lal K. Measures of Dispersions: Range, Quartile Deviation, Mean Deviation, Standard 

Deviation and Lorenz Curve-Their Merits and Limitations Geography Class: Previous 
and Specific Uses. Kurukshetra University. 2012. 
<http://www.kuk.ac.in/userfiles/file/distance_education/Year-2011-2012/Lecture-
2%20(Paper%205(a)).pdf>.  

 
[67] Wilson E, Metzger CE, Horowitz S, Hendron R. Building America House Simulation 

Protocols. Technical Report. National Renewable Energy Laboratory (NREL). 2014. 
<https://energy.gov/sites/prod/files/2014/03/f13/house_simulation_protocols_2014.pd
f>.  
 

 

 

 

 

 



www.manaraa.com

79 

CHAPTER 4.    IMPROVEMENT OF INVERSE CHANGE-POINT MODELING OF 
ELECTRICITY CONSUMPTION IN RESIDENTIAL BUILDINGS ACROSS 

MULTIPLE CLIMATE ZONES  

Huyen Do and Kristen Cetin, “Improvement of Inverse Change-point Modeling of 

Energy Consumption in Residential Buildings across Multiple Climates”, Energy, 2018 

(Under Review). 

Abstract  

Inverse modeling is a common method to predict electricity consumption in 

buildings. Residential building electricity consumption can vary significantly due to 

occupants and their sporadic energy-consuming behaviors. In addition, variations in HVAC 

system types and characteristics across climate zones impact energy consumption patterns. 

This points to the need for the use of residential energy consumption data from a range of 

locations and homes for the assessment of the performance of inverse models and 

determination of model improvements. In this research, inverse change-point modeling 

methods are developed using monthly electricity use and outdoor weather data for 3,643 

houses in four U.S. cities in three ASHRAE climate zones (2A, 4A, 5A). Approximately 

40% of homes did not fit within recommended criteria for change-point model development 

following a common change-point modeling development sequence. Therefore, a modified 

version of the model development sequence is proposed, including (a) a segmented change-

point model, and (b) change-point models with relaxed prerequisite criteria in the cooling or 

heating season. This both increases the number of homes with models from 60% to 71%, and 

improves the measures of goodness-of-fit by 13% (RMSE) and 8% (CV-RMSE), enabling 

improved prediction of energy use across a diversity of buildings and climate zones. 
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4.1. Introduction 

In the recent past, the electricity consumption in residential buildings has increased, 

currently accounting for nearly 40% of total electricity consumption in the U.S. [1]. This 

increasing electricity use, given the current mix of generation sources in the U.S., has an 

influence on the environment, including the production of greenhouse gas emissions which 

negatively impacts climate change [2,3]. Therefore, it is of strong interest to reduce the 

electricity use in residential buildings as well as increase occupants’ awareness of the use of 

energy-consuming end-uses. 

The ability to develop a model that predicts the electricity consumption of a building 

based on historical data is an important aspect of many of common methods used to assess 

the impacts of energy efficiency upgrades, and methods used for energy savings performance 

contracting (ESPC) [4,5]. There are many types of models that have been developed in recent 

research to predict building electricity consumption, as summarized specifically for 

residential buildings in [6]. These data-driven or inverse models range significantly in 

complexity and input data requirements [6], including models such as change-point modeling 

[7,8], artificial neural networks [9,10], genetic programming [11,12], probabilistic graphic 

models [13-15], support vector machines [16-17], and occupant behavior models [18-19]. 

Most models use outdoor weather data such as outdoor temperature, solar radiation, wind 

speed, and/or relative humidity as the primary input data as predictors of electricity use in 

various data frequent levels. Among these types of model, change-point models are a simpler 

method that is typically appropriate with the use of monthly level data [6,7]. In comparison 

with other machine learning methods, this method also has lower computational effort but 

also has been found to be able to achieve similar levels of accuracy of electricity use 

predictions compared to other more complex methods [6,8].  
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For residential building there are often homes that have irregular use patterns of the 

energy-consuming building systems that make the prediction of energy consumption 

challenging using the above-mentioned methods. As compared to commercial buildings 

which typically operate on a more regular schedule, typically with a fairly predictable 

number of occupants and internal loads, residential buildings are highly dependent on the 

occupants and their energy-consuming behaviors, which are often more sporadic. For 

example, residential energy data collected and used in Do et al. (2018) [20] shows monthly 

energy use of some residential buildings ranged from 200 kWh/month to more than 1000 

kWh/month for a single home (e.g. Figure 4.1), In addition, for similar weather months even 

where the heating, cooling, and ventilation (HVAC) energy use was similar, the energy 

consumption of a single home was also found to vary by more than two times. These 

differences are likely due to human behavior related energy consumption rather than the 

inherent performance of the building.  

  

Figure 4.1 Examples of high variable energy consumption in residential buildings (data from 
[20]). 

Currently, there is more publically available and/or accessible information and data 

on energy use in commercial buildings than residential buildings. Most previous studies on 

data-driven model development for energy use prediction have utilized commercial building 
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data [8, 21-22]. This is, in part, due to the many, and increasing number of policies, laws 

and/or ordinances that support the public sharing of energy information, such as for energy 

benchmarking. This is particularly the case in many large U.S. cities, such as Boston [23], 

New York City [24], and Washington D.C. [25]. Energy information in residential buildings 

generally is associated with more privacy policies and laws on the sharing and use of this 

information [6]. This has generally translated to limited data availability, and thus more 

limited data sources which have been used to develop models for predicting residential 

building energy use. This limited data has translated to a less comprehensive understanding 

of the ability of available modeling methods for use in predicting energy consumption across 

the broad range and diversity of residential buildings that make up the U.S. building stock.  

In addition, factors such as the type of HVAC system, which significantly impact energy 

consumption patterns, vary significantly across regions and climate zones. This points to the 

need for the use of residential energy data from a range of locations in the U.S. for model 

development.  

For approximately 50% of residential buildings in the U.S., the only available 

collected energy use data is monthly energy consumption [6]. Given this, this research 

focuses on improvements in the modeling of energy consumption of these buildings. As 

mentioned, for lower frequency energy consumption data, more simplified models are 

typically considered more appropriate for energy use prediction, one of the most common of 

which is change-point modeling. Change-point modeling methods are referenced in many 

energy performance standards (e.g. ASHRAE Guideline 14 [26], ASHRAE Standard 140 

[27]). Change-point models are typically developed by using total energy consumption as 

dependent variable and outdoor weather data as predictor to decide the balance point in the 



www.manaraa.com

83 

type of five-, four-, three-, or two-parameter change-point models.  To improve the ability of 

the existing models to predict electricity use of residential buildings, in this research a new 

sequence of change-point model development is proposed which includes modified versions 

of existing methods. These are termed a “segmented” change-point model, and a model with 

related requisite criteria. A dataset of electricity consumption data for a total of 3,643 

residential buildings in four cities in the U.S. located in three ASHRAE climate zones is 

collected and analyzed to determine the appropriate sequence to better improve the 

performances of inverse change-point models and enhance the prediction of electricity 

consumption in residential buildings. 

This research is organized into three main sections, including the methodology, 

results, and conclusion and future work. The proposed method for the improvement and 

evaluation of inverse change-point of energy consumption in residential buildings. The 

results section shows the comparisons between initial and improved sequences among the 

different homes and regions. 

4.2. Methodology 

The proposed methodology for the improvement and evaluation of inverse change-

point modeling of energy consumption in residential buildings is summarized in Figure 4.2, 

including three major steps: (1) develop inverse change-point models using commonly-used 

methods [21,28,29], (2) develop the new proposed inverse change-point model method and 

sequence, and (3) evaluate each inverse change-point model to determine and compare the 

overall quality of fit of the models. The major inputs into this evaluation include energy use 

data from residential buildings in multiple climate zones and the corresponding weather data, 

enabling the evaluation of the proposed improvements across a diversity of weather 

conditions, locations, and buildings. In many cases in other related studies, the evaluation of 
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such methods is limited to a small number of buildings and/or climate regions [8,21,22]. This 

diversity of input data is crucial to the assessment of the quality of fit of the methods as 

residential buildings are highly diverse [6]. The details of each major step are analyzed in 

following sections.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2 Overview of methodology for improvement and evaluation of inverse modeling 
methods across multiple climate zones. 

Energy Use Data Collection in Residential Buildings through Multiple Climate Zones 

The dataset of monthly electricity consumption was collected from residential 

buildings in four cities in the U.S., including New Orleans, Louisiana (1000 houses in 

ASHRAE hot-humid climate zone 2A), Houston and Austin, Texas (1,541 houses in 

Energy use data collection in residential 
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2. Coefficient of Variation of the Root Mean Squared Error (CV-RMSE) 
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ASHRAE hot-humid climate zone 2A), Philadelphia, Pennsylvania (102 houses in ASHRAE 

mixed-humid climate zone 4A), and northern Indiana (1,000 houses in ASHRAE cool-humid 

climate zone 5A). In general, characteristics of residential buildings in these locations are 

similar [30]. An average 63%-66% of buildings are owner-occupied with an average of 2.5 

people per home. The total annual household income in the four locations is also similar, 

including approximate 58%-61% of houses that have a household income under $60,000; 

19%-24% of houses have income from $60,000 to $100,000; and 18%-22% with an income 

over $100,000. 

Arguably, one of the most important characteristics of the studied homes that 

contributes to the electricity consumption in residential buildings is the type and 

characteristics of the HVAC system in each house. The distribution of HVAC system types 

in each climate region varies (Figure 4.3). ASHRAE climate zone 2A has the highest 

percentage of homes using air conditioning (94%) in the summer, with 65% using electricity-

based heat (e.g. heat pump, baseboard heat, etc.). With the mixed climate (ASHRAE climate 

zone 4A), 86% use air conditioning in the summer and a nearly an equal number use electric 

heat (42%) and gas heat (43 %) in winter. For the cool climate region (ASHRAE climate 

zone 5A), most of the houses use both gas heat and air conditioning in heating and cooling 

seasons due to the high demand in both seasons. 
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Figure 4.3 HVAC system characteristics in residential buildings across the climate zones of 
studied homes. 

The electricity consumption data for residential buildings in these climate zones was 

controlled following the methods suggested by Cetin et al. (2015) [31]. Given that typical 

electricity monthly billing start and end dates are not consistent across all homes and are also 

often a slightly different number of days in each billing cycle, the electricity data for each 

billing cycle was normalized to 30 days per month across the entire dataset. The distribution 

of the normalized monthly electricity usage of residential buildings across multiple climate 

zones, including Louisiana, Texas, Pennsylvania, and Indiana is shown in Figure 4.4. 

Overall, the utilized data ranges from 2014 to 2016. Data is from November 2014 to 

December 2015 in Louisiana (14 months), from May 2014 to April 2015 in Texas (12 

months), from April 2015 to January 2016 in Pennsylvania (10 months), and from January 

2015 to April 2016 in Indiana (16 months) respectively. The average monthly electricity use 

in the studied locations varies (Figure 4.4). Pennsylvania has the highest average of 1,134 

kWh/month; Louisiana and Texas have a similar distribution of monthly electricity use with 

an average of 1,037 kWh/month and 893 kWh/month respectively. Indiana has the lowest 
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average of monthly electricity use among four studied locations (448 kWh/month), likely 

associated with the low use of electricity-based heating. Weather data utilized in this research 

is collected from the local airports within the vicinity of the studied residential buildings. 

 

Figure 4.4 Distribution of monthly energy usage data for residential buildings in Louisiana, 
Texas, Pennsylvania, and Indiana. (Note: The bin sizes utilized for electricity consumption of 
5050 kWh/month and higher are larger; this is done to better show the tail of the distribution 
in this figure). 

Step 1 – Develop the Inverse Change-Point Model 

To develop inverse change-point models for each residential building, an inverse 

single-variate model [7,8] is used with monthly electricity consumption as the dependent 

variable and outdoor temperature data as the predictor. Compared with an inverse multi-

variate model or other forms of inverse models such as artificial neural networks (ANN) 

[9,10], genetic programming [11,12], Bayesian networks [13,15], or support vector machine 

[16-17], etc., an inverse single-variate model in the form of a change-point model is more 

statically appropriate [6], given the monthly-level frequency of data and the number of data 

points per home (from 10 to 16 data points for in-sample data). Previous studies’ 
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comparisons of the change-point modeling method to other models [8] have demonstrated the 

statistical accuracy of this model for this level frequency of data. For the predictor of the 

model, the outdoor temperature variable is the most commonly used and typically more 

statistically significant, in comparison other common weather variable such as solar 

radiation, wind speed, and relative humidity [6,7].   

Inverse change-point models take different forms based on the number of parameters 

utilized each model, including the five-, four-, three-, and two-parameter change-point 

cooling and/or heating models [7,8]. The balance point in this model is represented by the 

base temperature that represents the transition between the heating and cooling seasons. The 

base temperature of inverse change-point model in each residential buildings was 

automatically chosen by custom-developed algorithm in MATLAB [21,32]. To choose the 

best fit of inverse model type in each house, the developed algorithm applies four 

prerequisite criteria that all must be passed for the final chosen model type, including a shape 

test, significance test, R2 test, and data population test [21,32]. The shape test requires the 

appropriate slopes of the regression lines in the inverse change-point model [21]. A p-value 

of 0.05 is the required threshold for the significance test [21]. For the R2 test, a coefficient of 

determination of 0.5 is required as an acceptable threshold to check the fit of model [21]. 

Finally, for the data population test, at least three data points are required in each portion of 

the regression line. A final type of inverse change-point model is chosen if these four 

prerequisite criteria are all passed. The sequence utilized to choose the best type of inverse 

change-point model from 5-parameter to 2-parameter is demonstrated in some previous 

studies [21,32]. If any of the prerequisite tests are failed for all of the change-point model 
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types, no model is developed for the studied home and the home is considered to have no 

model.  

Step 2 – Improve the Inverse Change-Point Model 

To improve the inverse change-point model, and improve the number of inverse 

models developed in studied houses in each climate zones, a new sequence of inverse 

change-point model development is applied, including a new type of change-point model 

called as a “segmented” change-point model. The “segmented” model does not require the 

different segments of the change-point model to intersect. This new sequence also applies 

relaxed criteria of two of the four tests used when developing change-point models, including 

increasing the acceptable p-value and/or threshold of R2. The improved sequence for 

development of inverse change-point (CP) models is represented in Figure 4.5. First is the 

development of inverse segmented/normal change-point models with 5-, 4-, 3-, and 2-

parameter with all four tests checked. This step is similar to the common sequence in 

previous studies [6,7,21,32]. If the house does not satisfy with the criteria in the first step, the 

second model development is applied with relaxed two tests (significance and/or R2 test) in 

the heating or cooling seasons. Several other sequences were considered, however the 

proposed sequence (Figure 4.5) was found to provide the most improvement in overall 

performance as compared to other model sequence orders. 

Step 3 – Evaluate Each Type of Inverse Change-Point Model 

The accuracy of each model is evaluated with the values of root mean squared error 

(RMSE), and coefficient of variation of the root mean squared error (CV-RMSE) with in-

sample data and out-of-sample data. These values are common metrics used to assess the 

level of fit in prediction models, where RMSE evaluates the residual variance in the 

prediction model [33] and CV-RMSE evaluates the variability of the error between measured 
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and model-predicted values, indicating the model’s ability to predict the overall load 

reflected in the data [8]. CV-RMSE is also used in commonly referenced guidelines for 

building energy use predictions (e.g. ASHRAE Guideline 14 [26], International Performance 

Measurement & Verification Protocol (IPMVP) [34]).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5 Improved sequence for development of inverse change-point (CP) models. (Note: 
the “i=5 to 2, -1” indicates the number of parameters of the CP model is iterated in a loop 
starting with 5-parameter and decreasing sequentially to 2-parameter CP model). 
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Based on these methods, the best-fit inverse change-point model is determined to be 

the model with the lowest values of RMSE and CV-RMSE using in-sample data. The out-of-

sample data is used to evaluate the performance of prediction for each house.  

Summary of Inverse Change-Point Model Performance in Multiple Climate Zones  

The results are then compared among the climate zones, including the inverse model 

performance with the initial sequence (with only inverse change-point model) and improved 

sequence (with inverse change-point model, segmented inverse change-point model, and 

change-point model with relaxed prerequisite criteria in cooling or heating season). 

4.3. Results and Discussion 

Of the available data in each location of study, energy data from a total of 681 houses 

in Louisiana, 1133 in Texas, 68 in Pennsylvania and 301 in Indiana were used to develop the 

inverse change-point models using the commonly-used method [21,28,29] that includes 

outdoor temperature as predictor and monthly electricity consumption data as dependent 

variable (Table 4.1). The inverse models developed include the five-, four-, three-, and two-

parameter change-point models. Examples of each type of inverse change-point model using 

the common sequence are demonstrated in Figure 4.6. Other houses from these locations 

have a high variation in monthly electricity consumption, therefore, these houses did not pass 

the prerequisite tests in the model development sequence. In other words, there is no model 

developed for these homes.  

Based on these model designations, the types of HVAC systems in the residential 

buildings studied generally appear to be similar to that of the homes in the studied ASHRAE 

climate zones. Typically homes with 3-parameter heating, 4-parameter, or 5-parameter 

models represent homes with electricity-based heat, and 3-parameter cooling represents 

homes with gas-based heat. 62% of homes in the climate zone where the Indiana homes are 
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located (ASHRAE climate zone 5A) use gas-based heat and 19% use electricity for heat, 

compared to 8% and 13% of inverse models developed respectively. Similarly, in 

Pennsylvania (ASHRAE climate zone 4A), the number of homes that have electric heat and 

gas heat is approximately 42% and 43% respectively, compared to 53% and 11% of the 

corresponding types of inverse models developed, respectively, in climate zone 4A. 

Approximately 48% of total homes in Texas and 20% in Louisiana have three-parameter 

change-point cooling models (Table 4.1). These values are slightly different from HVAC 

system characteristics in ASHRAE climate zone 2A where overall, approximately 23% of 

houses using electric heat.  Given that the specific regions of study represent a smaller 

geographic location than the entire climate zone, some differences are expected.  

Table 4.1 Percentage of homes with different types of change-point (CP) model using the 
common sequence of inverse CP model development. 

Types of models Louisiana Texas Pennsylvania Indiana 

5-parameter CP  8.4% 10.1% 14.7% 0.5% 

4-parameter CP 28.9% 10.5% 19.6% 7.9% 

3-parameter CP cooling 19.6% 48.2% 10.8% 7.9% 

3-parameter CP heating 4.4% 1.0% 18.6% 4.9% 

2-parameter CP cooling 6.2% 3.7% 2.9% 6.8% 

2-parameter CP heating 0.6% 0.1% 0.0% 2.1% 
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Figure 4.6 Examples of inverse change-point models developed in each residential building 
with the common sequence in four locations in three ASHRAE climate zones.  
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Following the proposed improved sequence of change-point modeling, the same data 

are then used to develop new models for these homes. Examples of inverse change-point 

models developed for each residential building with the proposed improved sequence in the 

four locations in three ASHRAE climate zones are included in Figure 4.7. In these examples, 

Figure 4.7a-d shows the inverse change-point segmented model; the inverse change-point 

model with relaxed prerequisite criteria in the cooling and heating season is shown in Figure 

4.7e and 4.7f respectively. Overall, with the common sequence of model development, 

approximately 68%, 74%, 67%, and 30% of total of houses respectively across Louisiana, 

Texas, Pennsylvania, and Indiana have an inverse model developed (Table 4.1). However, 

with the improved sequence of inverse change-point model development, the number of 

houses that have models are significantly increased, including 71%, 84%, 69% and 60% 

respectively in each of the climate zones (2A, 4A, and 5A) (Table 4.2), or in total 71% of 

homes on average. Of particular improvement is Indiana (ASHRAE climate zone 5A), in 

which the number of homes with models increased from 30% to 60%. Using the improved 

sequence of inverse change-point model development, in all ASHRAE climate zones (2A, 

4A, and 5A), an average of 35% of houses utilized the inverse change-point segmented 

model, 23% used the inverse change-point model, and 13% of houses used the inverse 

change-point models with relaxed prerequisite criteria in cooling and/or heating seasons. The 

improved sequence of inverse change-point model development enables an additional 11% of 

total houses to have a model with an acceptable level of fit that did not have a model with the 

initial sequence (Table 4.3).  
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Figure 4.7 Examples of inverse change-point models developed in each residential building 
with the improved sequence in four locations in three ASHRAE climate zones. (Note: Figure 
6a-d: inverse change-point segmented model, Figure 6e: Inverse Change-point model with 
relaxed prerequisite criteria (2) and (3) in cooling season, Figure 6f: Inverse Change-point 
model with relaxed prerequisite criteria (2) and (3) in heating season).  
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Table 4.2 Percentage of homes with different types of change-point (CP) model using the 
improved inverse CP model sequence (from Figure 4.5). 

Types of models Louisiana Texas Pennsylvania Indiana 

5-parameter segmented change-point  21.6% 9.9% 19.6% 22.1% 

5-parameter change-point  0.8% 3.6% 3.9% 0.2% 

4-parameter segmented change-point  3.1% 1.0% 4.9% 1.5% 

4-parameter change-point  5.6% 2.1% 4.9% 2.5% 

3-parameter change-point segmented cooling 14.8% 6.9% 7.8% 13.6% 

3-parameter change-point cooling 10.9% 44.4% 2.0% 4.7% 

3-parameter change-point segmented heating 1.5% 0.8% 4.9% 4.6% 

3-parameter change-point heating 0.4% 0.0% 1.0% 0.1% 

2-parameter change-point cooling 0.7% 2.1% 1.0% 0.1% 

2-parameter change-point heating 0.0% 0.1% 0.0% 0.2% 

* Change-point segmented model with relaxed 
prerequisite criteria (2) and (3) in cooling season 

1.6% 0.3% 2.0% 1.9% 

* Change-point model with relaxed prerequisite 
criteria (2) and (3) in cooling season 

1.1% 0.2% 2.9% 3.1% 

* Change-point segmented model with relaxed 
prerequisite criteria (2) and (3) in heating season 

3.7% 2.6% 6.9% 2.3% 

* Change-point model with relaxed prerequisite 
criteria (2) and (3) in heating season 

4.7% 9.9% 6.9% 3.5% 

Note: Prerequisite criteria (2) is significance test, and prerequisite criteria (3) is R2 test.  

Table 4.3 Improvements in the percentage of homes with change-point (CP) models assigned 
using improved sequence. 

% of houses  Louisiana Texas Pennsylvania Indiana 

% of houses with no model developed from initial sequence  31.9% 26.4% 33.3% 69.9% 

% of houses with no model developed from improved sequence  29.5% 16.2% 31.4% 39.6% 

% of houses that have CP model using improved sequence 
that did not with the initial sequence 

2.4% 10.2% 1.9% 30.3% 

 

To compare the model fitness using the initial sequence and the improved sequence, 

both the in-sample electricity consumption data in the three ASHRAE Climate Zones and 

out-of-sample electricity consumption data, where available, are used (Table 4.4). As 

mentioned in methodology section, the values of model fitness coefficients such as RMSE 

and CV-RMSE are applied to compare the accuracy and performance of inverse models 



www.manaraa.com

97 

developed. For both RMSE and CV-RMSE, the lower the values, the better model 

performance. Therefore, any sequence that has the better model fitness with in-sample data 

and better prediction with out-of-sample data is considered to overall be the better model 

development sequence to forecast the monthly electricity consumption in residential 

buildings. The results of evaluation of model fitness quality of each type of inverse change-

point model using both initial and improved sequences are shown in Table 4.4.  

Table 4.4 Evaluate the quality of model fitness of each type of inverse change-point model 
using both initial and improved sequences. 

Note: RMSE = Root mean squared error, CV-RMSE = Coefficient of Variation of the Root Mean Squared Error. 
 

First, for in-sample data, with the commonly used sequence of inverse change-point 

model development, the values of RMSE and CV-RMSE are 161.2 and 15.6%, on average, 

respectively among the three climate zones. However, with the new sequence of inverse 

Average values of 
coefficients of model 
fitness 

In-sample data  Out-of-sample data 

Louisiana Texas Pennsylvania Indiana  Louisiana Texas 
Pennsylvania 

& Indiana 

A. Initial sequence  n = 681 n = 1133 n = 68 n = 301  n = 681 n = 1133 - 

RMSE 176.0 168.3 146.7 153.7  268.8 389.3 - 

CV-RMSE 16.4% 12.8% 13.5% 19.5%  27.1% 22.7% - 

B. Improved sequence  n = 705 n = 1291 n = 70 n = 604  n = 705 n = 1291  
RMSE 157.4 153.5 126.4 127.6  261.9 303.3 - 

CV-RMSE 15.4% 11.7% 12.3% 18.0%  26.1% 21.1% - 

   1. CP models n = 184 n = 804 n = 13 n = 78  n = 184 n = 804  
   RMSE 128.6 142.3 140.0 101.1  236.4 276.2 - 

   CV-RMSE 13.2% 10.8% 10.7% 14.8%  21.8% 19.1% - 
   2. Segmented CP 
models n = 410 n = 288 n =38 n = 418  n = 410 n = 288  
   RMSE 170.3 167.8 125.5 135.2  267.3 360.1 - 

   CV-RMSE 16.0% 12.8% 13.2% 19.0%  26.8% 21.4% - 
   3. CP models with 
relaxed prerequisite 
criteria in cooling or 
heating season n = 111 n = 199 n = 19 n = 108  n = 111 n = 199  
   RMSE 187.4 189.1 148.7 156.7  284.2 374.3 - 

   CV-RMSE 16.9% 14.3% 13.6% 19.1%  30.7% 26.6% - 
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change-point model development, the RMSE and CV-RMSE are lower, at 141.2 and 14.3% 

respectively, representing an approximately 12% and 8% improvement in these values. In 

addition, the RMSE values for the change-point models, segmented change-point models, 

and change-point models with relaxed prerequisite criteria in the cooling and/or heating 

seasons in the three ASHRAE climate zones are 128, 149.7 and 170.5 respectively. Similarly, 

the CV-RMSE values for each type of inverse models using the improved sequence are, on 

average, 12.4%, 15.3%, and 16.0% across the dataset. From these results of RMSE and CV-

RMSE using in-sample data, it is clearly seen that the improved sequence of inverse change-

point model development enhanced the quality of model fitness in four locations in three 

ASHRAE climate zones.  

The accuracy of prediction from inverse models using both the initial and improved 

sequence with out-of-sample data in two locations (Louisiana and Texas) with sufficiently 

longer periods of data collection is next evaluated. From the initial sequence of inverse 

change-point model development, the average values of RMSE and CV-RMSE are 329.1 and 

24.9% respectively, while these values are lower with the improved sequence, at 282.6 and 

23.6% respectively. More specifically the RMSE are 256.3, 313.7, 329.3 and the CV-RMSE 

are 20.4%, 24.1%, and 28.6% respectively, on average, for the change-point model, 

segmented change-point models, and change-point models with relaxed prerequisite criteria. 

Overall, improved sequence of inverse change-point model development performs better 

with both in-sample data and out-of-sample data. 

The evaluation of the values of RMSE and CV-RMSE in this research follows 

industry guidelines for electricity use in buildings including ASHRAE Guideline 14 [26] and 

the International Performance Measurement & Verification Protocol (IPMVP) [34]. The 
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average value of CV-RMSE under the improved sequence of inverse change-point model 

development is 14.3% and thus below the industry guidelines threshold of 15% for monthly 

data. A recent previous study of Do et al. (2018) [32] which applied the original sequence of 

inverse change-point model development for electricity consumption in residential buildings 

had average values of RMSE and CV-RMSE for the developed change-point models of 160.4 

and 17.2% respectively.  In this research, by using the improved sequence of inverse change-

point model development, improved both the RMSE and CV-RMSE values across the 

datasets (141.2 and 14.3% respectively) are lower and thus demonstrate better fit on average. 

In addition, these values are also significantly lower than the machine learning methods 

assessed in the previous study [32] using monthly electricity use data; the ANN (artificial 

neural network) that has average value of 386.8 for RMSE and 44% for CV-RMSE. The 

values of RMSE and CV-RMSE using the improved sequence of model development in this 

study are also lower than values in other studies such as 14.96% for CV-RMSE in research of 

Zhang et al (2015) [8] with hourly energy use data, and 17.2% for CV-RMSE in the study of 

Kim et al (2015) [35]. Therefore, in other words, the model fitness for electricity use 

prediction are significantly improved, even with a highly diverse dataset of data, with the 

proposed improved sequence of inverse change-point model development.  

4.4. Conclusions 

Inverse change-point modeling is a commonly used method to predict the electricity 

consumption in buildings. For many buildings, particularly those with consistent energy 

consumption patterns, inverse change point modeling methods can provide sufficiently 

accurate predictions of energy consumption, particularly at the monthly energy consumption 

data level. However, with the high dependency of residential energy consumption on the 

potentially significant variations in occupant behavior and use of occupant-dependent loads, 
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variations in electricity consumption patterns in residential buildings occur. Particularly 

across the diverse dataset utilized in this work, over 40 % of studied houses in the four cities 

in three ASHRAE climate zones were found to not fit the inverse change-point model 

development criteria following the four prerequisite tests often utilized for model 

development. Therefore, in this research, a modified version of the initial inverse model 

development sequence is proposed, improving the number of houses that have a model and 

enhancing the quality of prediction. This modified version, including an inverse segmented 

change-point model technique and an inverse change-point model with relaxed prerequisite 

criteria in cooling or heating season, improved the RMSE values by 13%, and CV-RMSE 

values by 8% across the studied dataset. This improved sequence of inverse change-point 

model development also reduced the number of houses in the three ASHRAE climate zones 

that do not have a model developed from 40.4% to 29.2%. These results demonstrate that this 

improved sequence works well and enables better quality prediction of energy consumption 

of residential buildings. There are a range of applications of this effort, such as in energy 

performance contracting, and energy efficiency evaluation of residential buildings. This will 

help both owners of residential buildings and energy contractors be able to evaluate building 

performance.  

This research focuses on the electricity consumption in residential buildings located 

in four cities in three ASHRAE climate zones (hot-humid climate zone 2A, mixed-humid 

climate zone 4A, and cool-humid climate zone 5A). The characteristics of the homes in these 

dataset and occupants who are living in these homes vary, including the characteristics of the 

HVAC systems, therefore the types of inverse change-point models also vary. While it has 

proven to be challenging to gather residential energy consumption data in the U.S. due to 
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privacy issues [6], further studies in this area would help to assess residential energy 

consumption patterns and change point model performance across a broader range of homes, 

HVAC systems and climate zones. 
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CHAPTER 5.    DATA-DRIVEN EVALUATION OF RESIDENTIAL HVAC SYSTEM 
EFFICIENCY USING ENERGY AND WEATHER DATA  

Huyen Do and Kristen Cetin, “Data-driven evaluation of residential HVAC system 

efficiency using energy and weather data”, Energy and Buildings, 2018 (In preparation) 

Abstract 

In the U.S., the heating, ventilation, and air conditioning (HVAC) system is generally 

the largest electricity-consuming end use in a residential building. The most common 

methods used to assess a residential HVAC system’s performance are a home energy audit or 

regular HVAC system service check. However, as compared to commercial buildings, 

residential buildings are less likely to have their system serviced on a regular basis; such 

services also require the presence, engagement, and time from the homeowner. To overcome 

these barriers, this research works towards a non-intrusive data-driven assessment tool that 

uses a range of data sources, including building assessors data, HVAC energy demand data, 

indoor environmental conditions, and outdoor weather data to assess an HVAC system’s 

operational performance and efficiency. Assessors’ data on the size, location, and age of the 

building is used to estimate the system size for the HVAC indoor and outdoor units. This is 

then used to determine the electricity demand curve of the HVAC system as a function of 

outdoor temperature.  The developed model’s electricity demand prediction is compared to 

the energy demand predicted from a detailed HVAC modeling program, ACHP, finding 

strong agreement between the models. This program is then used to determine the impact of 

the level of HVAC system condenser airflow reduction fault on the electricity demand 

curves. Detailed data for 32 occupied, conditioned residential buildings in Austin, Texas are 

then used to determine an HVAC efficiency rating. The results of this work should prove 

beneficial for homeowners and for service technicians to help target HVAC systems in 
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homes in need of HVAC service or energy efficiency upgrades, ultimately motivating 

improved sustainability of residential buildings 

5.1. Introduction 

Residential building electricity consumption makes up approximately 40% of total 

electricity use in the U.S. [1,2]. Many factors impacts the electricity use in the residential 

buildings, including weather conditions, size of houses, building characteristics such as 

window and building envelope properties, air infiltration and ventilation, occupant behavior, 

and occupant-dependent end-uses, among others [3,4]. However, in the U.S., the heating, 

ventilation, and air conditioning (HVAC) system is among the largest electricity-consuming 

end use in a home [5]; its energy demand is associated with the amount of heat gains and 

losses in a building, as well as its size, efficiency, thermostat set points, and the local 

environmental conditions in which it operates.  

The completion of a home energy audit or HVAC system tune up are among the most 

common methods used to assess residential HVAC system energy efficiency and 

performance [6], and are often completed by a service technician who comes to the residence 

in person for an onsite evaluation of HVAC operations. Based on the results, 

recommendations of how to improve inefficiencies of the HVAC system are then made to the 

homeowner. This is often done by or in collaboration with programs in many utility 

companies that provides incentives and rebates for more energy-efficient HVAC systems or 

other upgraded components [7].  

However, the main challenge when achieving efficiency improvements for HVAC 

systems in residential buildings is the periodic occurrence of inefficiencies, i.e. faults, that 

still allow the HVAC system to run, but in a less efficient way. These faults likely go 

undetected, until either the system is serviced or the inefficiency is corrected, or until a more 
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catastrophic failure occurs and the system is replaced. However, unlike commercial systems, 

most homeowners do not have their HVAC system regularly serviced [8,9], and rather, they 

service their system when something occurs that makes the system non-operational. As a 

result, survey results indicate that a large number of residential HVAC systems are 

considered to be operating in a faulty state [9]. This typically impacts both the energy 

demand (kW) associated with the operation of the system, as well as the cycle length 

(minutes) associated with the system’s on-off operation. Therefore, to overcome the barrier 

of requiring a visit from an HVAC technician and homeowner time to assess the efficiency of 

operation of a system, it is beneficial to have a less intrusive method, and more frequent 

method to evaluate the efficiency of an HVAC system in a residential building and 

recommend efficiency improvements for homeowners.  

Due to the development and implementation of many state-of-art technologies such as 

smart meters and home energy management systems [10], as well as the now ubiquitous 

availability of the internet and cloud storage, computing, obtaining, storing, and processing 

data related to the energy performance of residential systems, while still challenging, has 

become more accessible in recent years. This availability has also benefited from the wider 

spread commercialization of technologies that can collect energy data [11]. Data can be 

collected at different frequencies depending on the technology utilized for data collection. 

Frequencies vary from monthly, hourly, 15-minute, or 1-minute intervals, with some 

technologies providing data at the second and sub-second level. The other data that is needed 

to support the evaluation of the operation of an HVAC system including indoor temperature, 

is also more easily collected, stored, and accessed from smart thermostats. Weather data 

continues to be available from various public sources, from ground-based weather stations 
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(GBWS). Additionally, significant improvements have also been made in availability of 

satellite-based weather data available in more locations than GWBS (e.g. [12]).  

This research focuses on the development of a methodology that uses energy data, 

and weather data to, first, predict residential HVAC energy demands. This is ultimately used 

to assess the efficiency of operation of the HVAC system itself, independent of the influence 

that occupants may have on HVAC operation. More specifically, when looking at the 

information that can be extracted from an energy use signal of an HVAC system, the energy 

demand (kW) depends only on the characteristics of the HVAC system itself and the 

environmental conditions in which it is operating. Runtime values and energy consumption 

also depend on the characteristics of the HVAC system, but are also dependent on the interior 

temperature set points set by occupants, and occupant behavior. Therefore the focus of this 

work is on energy demand as a proxy for evaluation of efficiency.  

This research works towards an assessment tool that can be used to assess in real-

time, the energy efficiency of HVAC system in residential buildings without the need for 

more traditional methods such as more costly, time intensive, and intrusive energy audits. 

The focus of this work is on developing a method that can be utilized which does not require 

information or engagement from the homeowner, and strictly uses data that can be obtained 

from energy use data and assessor’s data (e.g. building conditioned area).  Detailed energy 

and weather data, and building assessor data for 32 occupied, conditioned residential 

buildings in Austin, Texas are used for evaluation of this method, as well as the results of an 

analytical HVAC model for a case study home. The results of this work should prove 

beneficial for homeowners and also for service technicians to help target HVAC systems in 
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homes in need of HVAC service or energy efficiency upgrades, ultimately motivating 

improved sustainability of residential buildings. 

5.2. Methodology 

To predict the efficiency of operation of a residential building HVAC systems, the 

following methodology is developed and followed in this work. This includes several stages, 

including, first (Figure 5.1) the utilization of data collected on basic building characteristics 

to determine the most probable size of the HVAC system. This is among the more 

challenging features to estimate without detailed system-level data, however typically HVAC 

system data is not typically available except through an on-site energy audit or service call. 

Next is the development of a model to predict the HVAC system electricity demand as a 

function of outdoor and indoor temperature and humidity levels. The final stage is the energy 

efficiency evaluation of the system (Figure 5.2).  

 

 

 

 

 

 

 

 

 

Figure 5.1 Methodology for estimating HVAC electricity demand in residential buildings. 

 

STEP 2 
Determine the predicted demand (kW) at the rated size of the  

 (a)  Condenser/compressor (exterior unit) 
(b) Air handling unit/evaporator (indoor unit) 

 

Assessors data on overall building 
characteristics  

STEP 3 
Determine the predicted HVAC system demand (kW) over a range 

of outdoor and indoor weather conditions  

STEP 1 
Determine the most probable HVAC system size (tons) for each 

residential building 
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Figure 5.2 Methodology for evaluation of residential HVAC performance efficiency. 

5.2.1. Prediction of HVAC Demand in Residential Buildings 

Step 1 - determine most probable HVAC system size (tons) for each residential 
building 

To determine the most accurate estimates of residential heating and cooling loads for 

the right sizing of HVAC equipment, it is generally recommended to use calculation methods 

in Manual J from the Air Conditioning Contractors of America (ACCA) [13]. This method 

utilizes information on many aspects of a building’s thermal characteristics such as wall, 

floor, roof, windows, and door types, basement characteristics, expected indoor/outdoor 

temperature and humidity levels, etc... [13,14]. However the significant number of inputs and 

information needed to complete the Manual J calculations are not readily available for a 

utility company or other party attempting to assess HVAC performance of a large number of 

homes, without a detailed audit of the building. Assessor data (e.g. [15,16]) generally 

STEP 1 
Compare predicted electricity demand curves with actual 

electricity demand, to establish an efficiency rating 

Summary of the need for servicing of 
HVAC system in residential buildings 

due to a fault or inefficiency 

STEP 2 
Evaluate the operational efficiency of HVAC system  

Predicted HVAC electricity demand 
curves (from Figure 1); weather data, 
electricity data, indoor environmental 

conditions data 
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includes information such as the age of house, year of occurrence and type of any major 

improvement, total conditioned area, building style, exterior wall material, number of total 

rooms, bedrooms, and bathrooms, fuel type, HVAC system type, presence of a basement, etc. 

Thus assuming there is only publically-available assessors data as a worst-case scenario, this 

research proposes a method that uses this limited data to determine the most probable HVAC 

size. Several different methods are explored for estimating HVAC size. For the first method, 

an analysis of the 72 homes in the Austin, TX area where home area and HVAC size (Figure 

5.3) is available from the utilized dataset, indicates that the average size of the HVAC system 

per squared-meter of conditioned area is approximately 0.016 (tons/m2). 

 

Figure 5.3 Conditioned area (m2) for houses in the utilized Austin, Texas dataset. 

The distribution of HVAC sizes per unit areas (standard deviation of 0.0027) 

indicates there is some uncertainty associated with this estimate; however of the potential 

predictor variables available in assessors data, the conditioned area was the most significant 

(p-value = 0.0007x10-5, R-square = 0.678). The second method considered is an industry rule 

of thumb, cited in a number of publications (e.g. [17]), where the HVAC size (S, in tons) is 

approximated as follows (Equation 5.1), where A is conditioned area (m2): 

                                                             𝑆 =  
 × .
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The last method is broken up generally by U.S. climate regions from the residential 

energy consumption survey (RECS) (Figure 5.4, Table 5.1) [18,19]. Houses in Austin, are in 

Zone 1. 

 

Figure 5.4 U.S climates zones for Residential Energy Consumption Survey [19]. 

Table 5.1 ASHRAE climate zone ranges [18]. 

Size Zone 1 Zone 2 Zone 3 Zone 4 Zone 5 

1.5 tons 56 – 84 m2 56 – 88 m2 56 – 93 m2 65 – 98 m2 65 – 102 m2 

2 tons 84 – 111 m2 88 – 116 m2 93 – 121 m2 98 – 125 m2 102 – 130 m2 

2.5 tons 112 – 138 m2 116 – 144 m2 121 – 149 m2 126 – 149 m2 130 – 153 m2 

3 tons 139 – 167 m2 144 – 172 m2 149 – 177 m2 149 – 186 m2 153 – 195 m2 

3.5 tons 167 – 195 m2 172 – 200 m2 177 – 204 m2 186 – 209 m2 195 – 214 m2 

4 tons 195 – 223 m2 200 – 232 m2 204 – 242 m2 209 – 251 m2 214 – 251 m2 

5 tons 223 – 279 m2 232 – 288 m2 242 – 297 m2 251 – 307 m2 251 – 307 m2 

 

Step 2 - determine the predicted demand (kW) at rated size of the exterior/ 
indoor units 

The sizing and efficiency rating of the HVAC system must then be converted to a 

cooling capacity (kW) at design conditions. The rated capacity of an HVAC system is based 

on the AHRI (Air-Conditioning, Heating, and Refrigeration Institute) design conditions 

(Table 5.2) [20]. While there are a range of rating conditions used to evaluate parameters 
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such as energy efficiency ratio (EER) and coefficient of performance (COP), which are then 

used to calculate the seasonal energy efficiency ratio (SEER) and/or heating seasonal 

performance factor (HSPF), of these conditions, two standard rating conditions are generally 

accepted by industry to be used for evaluating HVAC capacity. These include, for the 

cooling season, the rated value is associated with an outdoor dry bulb temperature of 35ºC; 

and for the heating season, the outdoor dry bulb temperature is 8.33ºC.  

Table 5.2 AHRI design conditions for indoor/outdoor units [20]. 

AHRI design conditions 
Air entering indoor units  Air entering outdoor units (°C) 

Dry-bulb (°C)  Wet-bulb (°C) Dry-bulb (°C)  Wet-bulb (°C) 

Cooling  26.7 19.4 35 23.9 

Heating  21.1 15.6  8.33 6.11 

 

A SEER value must also be determined or assumed. If available, the HVAC system 

model numbers can provide information on the efficiency of the system [21], however this 

data is not always available for use, particularly in a public dataset.  Per ASHRAE Standard 

90.1 [22], currently a minimum efficiency of SEER 13 or 14 is required in the U.S. for 

residential systems, depending on the location and climate zone where the system is installed. 

However, this does not mean that the HVAC system being evaluated using this method will 

be at this level of efficiency. Previous versions of ASHRAE Standard 90.1 [22] required 

lower SEER ratings, thus it is likely that older systems will have a lower SEER value. For the 

purpose of development of the proposed methodology, in the development of the predicted 

HVAC electricity demand curve, it can be assumed that the SEER value is the code-required 

value, as the purpose of the results of this analysis method is to determine if a system is less 

efficient than is ideal (i.e. code-required, properly functioning system). The implications of 

this are, if the system under evaluation is not a SEER 13 or 14 (i.e. it is lower efficiency), the 
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results of the use of the developed method will indicate the system is less efficient than 

predicted, regardless of if an operational inefficiency or fault exists. This is determined to be 

acceptable, as the purpose of the proposed method is to identify if the system is less efficient 

than desired, regardless of cause, to indicate that there are opportunities for improvement as 

compared to code minimum. Using the determined size (S, tons) and SEER value, the HVAC 

capacity (C, kW) of the exterior unit is estimated as follows in Equation 5.2: 

        𝐶 =  
 × 

( .  × .  × )
                                             (Eq. 5.2) 

The total or net demand of the HVAC system  (�̇� , , W) at design conditions 

includes the electricity demand of both the indoor and outdoor units. Thus in addition to the 

predicted demand at design conditions for the outdoor unit, the indoor unit’s fan’s electricity 

demand must also be predicted.  The indoor fan capacity is assumed at 0.365 W/cfm with the 

flow rate of 400 cfm/ton [23].  The 0.365 W/cfm is the AHRI default value for fan efficiency 

if the information about the indoor fan is unknown in ANSI/AHRI Standard 210/240 [23]. 

The total demand of the HVAC system is then taken to be the demand from both the indoor 

and outdoor units combined.  

Step 3 - determine the predicted HVAC system demand (kW) over a range of 
outdoor and indoor weather conditions  

Using these design conditions, a set of empirical equations is used to relate the 

estimated size and design conditions to an estimated energy demand over a range of 

environmental conditions. These equations follow the direct expansion (DX) model utilized 

in EnergyPlus [24] to simulate DX equipment. This includes several biquadratic functions, 

with the values of the dependent variables being the design conditions listed in Table 5.2, 

where Tewb and Todb are the entering wet bulb temperature and outdoor dry bulb temperature, 

respectively. These equations take the following form (Equation 5.3), where the coefficients 
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a through f are determined based on laboratory test data of residential systems collected in 

[20]. 

            𝑦 = 𝑎 + 𝑏 ∗ 𝑇 + 𝑐 ∗ 𝑇 +  𝑑 ∗ 𝑇 + 𝑒 ∗ 𝑇 + 𝑓 ∗ 𝑇 ∗ 𝑇           (Eq. 5.3) 

The power gross demand (�̇� , W) is calculated as a function of the energy input 

ratio (EIR) and the total cooling and/or heating capacity (�̇� , W) (Equation 5.4) [20].  By 

combining the power gross demand (�̇� , W) and the calculated indoor fan capacity 

(�̇� , W), the power net demand or the predicted HVAC system demand (�̇� ,  W) is 

determined. The flow fraction (FF) and runtime fraction (RTF) are assumed to be 1 for 

purpose of this work. The values of EIR and �̇�  are calculated using Equation 5.5 and 5.6, 

where 𝐸𝐼𝑅 ( ) and �̇� ( ) are the normalized energy input ratio curve and the normalized total 

cooling and/or heating capacity curve that are calculated as a function of Tewb and Todb [20]. 

Since the flow fraction is assumed to be 1, 𝐸𝐼𝑅 ( ) and �̇� ( ) are also assumed to be 1, 

leaving the calculation of EIR and �̇�  as a function of Tewb and Todb.    

          �̇� = 𝐸𝐼𝑅  �̇�  𝑅𝑇𝐹 + �̇�                      (Eq. 5.4)                                 

                                                    𝐸𝐼𝑅 =  𝐸𝐼𝑅   𝐸𝐼𝑅 ( )  𝐸𝐼𝑅 ( )                          (Eq. 5.5) 

                                                 �̇� =  �̇� ,   �̇� ( )  �̇� ( )                             (Eq. 5.6) 

The values of the coefficients (a through f) in each of the equations for 𝐸𝐼𝑅 ( ) 

and �̇� ( ) are determined based on laboratory-collected data from a range of residential 

HVAC systems [20], and are summarized in Table 5.3. 
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Table 5.3 The curve coefficients of the energy input ratio and total capacity as a function of 
dry bulb and wet bulb temperature [20] 

Coefficients Energy input ratio  Total capacity  

a -3.3026959 3.6702707 

b 0.1378715 -0.0986524 

c -0.0010570 0.0009559 

d -0.0125739 0.0065524 

e 0.0002146 -0.0000156 

f -0.0001451 -0.0001319 

 

5.2.2. Evaluation of HVAC Energy Efficiency in Residential Buildings 

Step 1 - compare predicted electricity demand curves with actual electricity 
demand, to establish an efficiency rating  

To evaluate the efficiency of a particular system, the final predicted and actual 

(measured) demand of HVAC system are compared. A rating of efficiency of HVAC system 

is determined, represented as the ratio between actual (W) and predicted (W) values 

(Equation 5.7). 

HVAC system rating =
   ( )

   ( )
                                   (Eq. 5.7) 

 

Step 2 - evaluate the operational efficiency of HVAC system  

When comparing actual versus expected values, two methods of comparison may be 

used. The actual performance may be compared to the expected performance based on the 

age of the home, expected age of the HVAC system and corresponding minimum efficiency 

of the required HVAC system at the time of construction. This comparison’s results would be 

a reflection on what the system operational characteristics should look like at a minimum, 

based on the code-minimum performance specifications. Second, the actual performance 

could be compared to the predicted performance based on the rated tonnage and SEER value 



www.manaraa.com

117 

of the system. This comparison would be a reflection of the overall system health and 

whether or not it needs to be serviced due to a fault or inefficiency.   

If the HVAC system under consideration is operating as expected, then the energy 

demand of the system should be similar to that of the predicted value. If the system is not 

functioning properly or the system is less (or more) efficient than expected, then the system 

will have a higher or lower energy demand for a given set of environmental conditions. To 

assess whether or not a system is properly functioning or not, a distribution of HVAC 

efficiency ratings (Equation 5.7) is used. These values are calculated using the high frequent 

1-minute interval energy dataset. Some of the most common faults in residential HVAC 

systems are low condenser airflow, and high or low refrigerant charge [9]. Previous research 

studies have found that low condenser airflow and high refrigerant charge increase the 

HVAC demand, while low refrigerant charge decreases the electricity demand [9]. In this 

work, the middle approximately 75% is considered to be average performance, where the 

efficiency rating value is close to a value of 1.0. The upper and lower approximately 25% are 

consider to be outside this average range, where there is a discrepancy between predicted and 

actual performance. Thus the threshold values of the average acceptable level of performance 

are from 0.9 to 1.0. 

5.3. Results and Discussion 

To assess the ability of the proposed methodology to identify the relative efficiency 

or inefficiency of an HVAC system, first a HVAC modeling program is used to predict 

energy demand of a residential HVAC system of a real home, which is then compared to the 

proposed method-predicted values. The home is a 10-year old single family house (111 m2) 

serviced by a residential HVAC heat pump split-system with a SEER value of 13, and size of 

2.5 tons, with 410A refrigerant, and 93W fan [25]. The characteristics of the HVAC system 
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are entered into the HVAC modeling program Air Conditioning/ Heat Pump (ACHP) [25], 

along with a range of outdoor temperature conditions (18.3°C to 40.5°C). These are used to 

assess what the theoretical demand of the HVAC system should be, as shown (black line) in 

Figure 5.5. This is compared to the results of the proposed method for electricity demand of 

the HVAC system (blue dashed line). The comparison of the model-predicted values and the 

theoretical demand values is strong and nearly identical across the range of environmental 

conditions considered. To assess the theoretical impact of a common HVAC inefficiency, 

condenser airflow rate reduction, a reduced airflow is modeled in ACHP, at a range of 10% 

to 40% condenser airflow reduction. As shown in Figure 5.5, the more condenser airflow 

reduction, the higher HVAC demand. The HVAC system efficiency rating in these cases are 

different, demonstrating from 1.02, 1.03, 1.09, and 1.12, respectively for the faults from 

10%, 20%, 30%, and 40%. Thus using the developed thresholds for an average versus 

inefficiently operating systems, a fault level of 25% and above for condenser airflow 

reduction is determined to be an inefficient system. 

 

Figure 5.5 HVAC demand curves using ACHP model and predicted data for a properly 
functioning and faulty HVAC system. 
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Based on this analysis, the proposed method provides good agreement with physics-

based model predictions of demand. Thus this method is then used with a dataset of HVAC 

energy demand of real homes, to understand if faults appear to be present and detectable 

using the proposed method with real data. Performance data in 32 residential building was 

collected from Austin, Texas (from 01/2015 to 12/2015) [21]. This dataset includes utility 

energy use (kWh) and demand data (kW) and weather data, including outdoor dry bulb and 

wet bulb temperature (°C). To develop the demand curves and assess overall energy 

efficiency of the HVAC systems, the high frequency 1-minute level HVAC energy data are 

used. Overall, the buildings studied are 28 years old on average, with a significant range of 

ages, from over 80 to less than 5 years old. The conditioned areas of the buildings also vary 

substantially, with an average size of 182 m2. These residential buildings can be divided into 

10 main groups based on size (tons) and SEER value (Table 5.4), including sizes of 2.5, 3, 

3.5, and 4 tons, and SEER values of 14 to 19. 

Table 5.4 Characteristics of each group of residential buildings. 

Group # of houses Average area (m2) Size (tons) SEER 

1 6 165 2.5 14 

2 7 190 3 14 

3 5 220 3.5 14 

4 5 274 4 14 

5 2 159 2.5 15 

6 1 166 3 15 

7 2 145 3 16 

8 1 221 3.5 16 

9 1 200 4 17 

10 2 199 3 19 
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To compare the average actual HVAC demands in each group, two cases are 

considered: first, the same size but different SEER values, and second, the same SEER value 

but different sizes (Figure 5.6). With the same size (3 tons) system, when the SEER values 

increase from 14 to 19, the HVAC demand decreases approximately from 2.8 kW to 1.5 kW 

at design conditions. Thus as expected, the higher SEER values have lower HVAC demands. 

The increase in size of HVAC systems from 2.5 tons to 4 tons also increases the HVAC 

demand.  

 

Figure 5.6 Comparison of two cases of HVAC demand: (a) same size (size 3 tons) but 
different SEER values, and same SEER value (SEER 14) but different sizes. 

Using this same data of homes in Austin, TX, the predicted curve of the HVAC 

system demand (as dependent variable) is developed. Some examples of predicted and actual 

demands of HVAC systems are represented in Figure 5.7. In these figures, the actual HVAC 

demands are created from the actual data points of 1-minute interval electricity data (kW). 
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Figure 5.7 Examples of predicted and measured demands of residential HVAC systems 
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The following steps (Figure 5.2) develop the HVAC system rating applied to evaluate energy 

efficiency of HVAC system in each residential building. The range of outdoor dry-bulb 

temperatures in the cooling season as the predictor are used to determine values of predicted 

and actual HVAC demands (as the dependent variables). Using the values of predicted and 

actual HVAC demands in the HVAC system rating equation (Equation 5.7), the resulting 

distribution of HVAC system ratings shown in Figure 5.8. Most of the houses (78%) have the 

HVAC system rating ranging from 0.9 to 1. This range is chosen to be the average efficiency 

evaluation of HVAC system. If the rating is lower than 0.9 or higher than 1, the HVAC 

system is evaluated as inefficient (22% of total houses), meaning that there may be an issue 

associated with the HVAC system that requires servicing, and this issue is detectable from 

the energy use data method developed. 

 

 

Figure 5.8 HVAC efficiency evaluation based on the distribution of HVAC system rating. 
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5.4. Conclusion 

Compared to traditional methods such as a home energy audit or HVAC system tune 

up that require information or engagement from the homeowner, and can be more costly, 

time intensive, and intrusive, the method proposed in this research overcomes these barriers, 

only using limited energy data from HVAC system to assess energy efficiency. From the 

modeled HVAC system data, and from the studied real world residential buildings in Austin, 

Texas, this paper develop the HVAC system rating to evaluate the efficiency of an HVAC 

system. A case studied house with different condenser airflow faults show the reduction of 

HVAC system efficiency is detectable using this method. The results of this work will help 

homeowners and service technicians to determine whether there is a need to upgrade or 

service an HVAC system. 
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CHAPTER 6.    CONCLUSIONS, LIMITATIONS AND FUTURE WORKS, 
RESEARCH CONTRIBUTION  

6.1. Conclusions 

This dissertation focuses on data-driven modeling methods for improved residential 

building electricity consumption prediction and HVAC efficiency evaluation. First, when 

developing the inverse models to predict the energy use in residential buildings (Objective 1), 

change-point models using monthly energy consumption is found as an appropriate model. In 

addition, by using the proposed methodology for outlier detection, outliers in the data are 

found to occur especially in holiday months in heating season (e.g. December or January) or 

middle of cooling season (e.g. June or July). Characteristics of these outliers and the reasons 

for their occurrence are investigated through the one-minute interval circuit-level 

disaggregated energy use data, the results of which are used to determine whether or not to 

keep or remove the identified outliers for better prediction of energy use.  

Second, for Objective 2, for three different climate zones, inverse change-point model 

is used to make the prediction of electricity use in residential buildings in four locations 

throughout the U.S, including Louisiana, Texas, Pennsylvania, and Indiana. For homes with 

pattern outliers identified, the evaluation of these outliers are based on the examination of 

four requisite tests. A methodology is developed, including the use of a “segmented” change-

point models or using relaxed regression prerequisite criteria in cooling or heating seasons, to 

enable additional homes to have models that can predict consumption, and to improve the 

ability of change point models to predict consumption. This method improves the overall 

model performance by 13% of RMSE and 8% of CV-RMSE across studied datasets. The 

improved sequence of inverse change-point model development also reduce the number of 

houses that do not have a model developed from 40.0% to 29.2%.  
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Finally, for Objective 3a and 3b, to evaluate the energy efficiency in HVAC systems, 

a methodology is developed to use limited data about buildings, similar to the data that would 

be available to a utility company on the building stock from assessors data, to predict HVAC 

electricity demand curve. When compared to the demand prediction from a detailed HVAC 

system model ACHP, the proposed prediction method is found to have strong agreement. 

This methodology is then used to compare to the actual measured energy demand of HVAC 

systems to assess the efficiency of operation of the HVAC system.  Based on analysis of 32 

homes in the Austin area, it is found that 67.2% of total houses are evaluated as having 

average HVAC energy efficiency. If the value of HVAC rating is under 0.9 or higher than 1, 

the HVAC system in this house is evaluated as inefficient and requires the attention of 

HVAC maintenance services to increase the efficiency of the HVAC system. 

6.2. Limitations and future works 

This study focuses on residential buildings and their HVAC systems. When 

developing the inverse change-point model, a small number of houses in the studied dataset 

have a large variation in energy use, limiting the fitness and accuracy of the electricity use 

prediction of the model. Therefore, further work is needed to improve the current data-driven 

methods for better model performance in such houses, and to further explain why such 

patterns occur. In addition, the impacts of climate and variations in occupant characteristics 

on change-point model development using other independent variables beyond weather data 

would be desirable for further study to enhance the investigation of the occurrence, causes 

and treatment of energy use outliers as well as the prediction of energy use data in residential 

buildings. 

 



www.manaraa.com

128 

For the improvements of inverse models of houses that have pattern outliers in 

various climate zones, further study can better characterize these outliers and behaviors 

across a broad range of homes at a highly detailed level, and is the subject of future work. 

This will help to determine and characterize specific signature evident in inverse models, and 

associate them with specific occupant behaviors. 

For the evaluation of HVAC energy efficiency and the prediction of HVAC demand, 

this research focuses on a smaller subset of residential buildings in Texas. These houses 

represent only one zone in the ASHARE climate zone ranges. Further study should be 

conducted for diverse types of residential buildings in multiple climate zones. This will help 

to determine how the method for the evaluation of HVAC energy efficiency and the 

prediction of HVAC demand works, and what the levels of HVAC energy efficiency are in 

each of the ASHRAE climate zones. In addition, other fault types should be investigated to 

understand the impact on HVAC energy demand, and what level of detection of such faults 

can be achieved through the proposed methods.   

6.3. Research contribution 

The findings of this study have significance, in particularly for the residential 

building systems, energy efficiency, and HVAC community. Modeling methods for energy 

consumption and energy demand are highly important for identifying both inefficiencies in 

HVAC systems and opportunities for behavioral energy efficiency improvements. For 

behavioral energy efficiency, the developed improved inverse modeling methods can provide 

a more reliable prediction of energy consumption in residential buildings, to help improve 

homeowner confidence in the predictions. With improved confidence in such predictions, the 

results of such models can provide more actionable information from an energy efficiency 

and savings perspective.  In addition, a better understanding of why outliers in energy data 



www.manaraa.com

129 

occur and how these outliers should be treated, the results of this, will further help improve 

energy prediction methods.   

The developed methodology for the evaluation of HVAC system energy efficiency in 

residential buildings is important in the case where the efficiency of a system is desired, yet 

there is limited availability of energy and weather data. Such would be the case, for example, 

if a utility company is seeking to determine which homes in their service area to target for 

HVAC energy efficiency upgrades. Traditionally such evaluation would require more costly 

and intrusive energy audits, and require the collaboration with homeowners. The proposed 

methods developed as part of this investigation can overcome such barriers to identify 

potential opportunities for efficiency improvements. The proposed methods of continuous 

monitoring of the HVAC system demand would also enable ongoing evaluation of 

performance, thus also enabling the identification of issues with HVAC systems earlier on, 

before failure occurs.   

The application of this research has benefits for homeowners and/or occupants of 

residential buildings and the utility companies that supply energy to these homes. The 

feedback provided to homeowners using the improved data-driven modeling and HVAC 

efficiency evaluation can raise the general awareness of the homeowners and/or occupants in 

energy savings in their residential buildings, and in particular, know the efficiency status of 

HVAC system and be notified of abnormal energy consumption of other end-uses. For 

utilities, the information resulting from the proposed models can be used to target those 

customers that would most benefit from efficiency upgrades and other commonly 

implemented rebate programs.  
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